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Preface and acknowledgements

Cognitive neuroscience is a relatively new branch of science and this means that it is much less easy than in physics or chemistry to present an established view. So this book reflects the way I see things. I am grateful for comments by John Duncan, Eleanor Maguire, and James Rowe for keeping me on the straight and narrow.

I have assumed that, if we are to understand the results of experiments that use brain imaging, we need to know how information flows between brain areas. For this reason, I have included diagrams throughout the book that illustrate the anatomical connections between these areas. At first the reader may find these slightly forbidding, but though there are a profusion of terms there is nothing that is conceptually difficult.

I have also taken it to be important that the reader understands how the conclusions were reached. So I have often described the experiments in some detail and said who carried them out. The hope is that this will give some feeling for how the science is done and how it is progressing. To indicate that the argument is based on solid evidence, at the end I have included a list of the papers that provide the experimental data. There are many more than is usual for this series and many of them are technical. So I also give a separate list of recommended reading.

I have limited the scope of the book to the use of brain imaging to study human cognition. There has not been space to say what we have learned about possible mechanisms by recording the electrical activity of brain cells in other animals. It is a very short introduction.

It has become standard in the brain imaging literature to use the word ‘volunteers’ for those who take part in an experiment. I have refused to do so because it is really quite irrelevant that they volunteered rather than being dragged by the hair into the scanner. It is more relevant that they are people and so that is the word that I prefer to use.

I am aware that the account I give is greatly oversimplified. The reader may forgive me but my professional colleagues will probably slay me.
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Chapter 1

A recent field


When I learned psychology as a student at Oxford we were not encouraged to ask questions about the mind. It was in the early 1960s and psychology was still strongly influenced by the doctrine of behaviourism. This maintained that science could measure stimuli (inputs) and responses (outputs) but that it was unscientific to speculate about what happened in-between. The reason was that this happened in the head and so there was no objective way of finding out. So for us, psychology was mainly about the behaviour of rats and pigeons because it was easy to control the stimuli and measure the responses. No wonder we found the subject terribly dull.

At the same time we had to go to lectures in philosophy. There were philosophers who were happy to talk about the mind, but many of them believed that the mind was separate from the brain. This philosophical position is termed ‘dualism’. Unfortunately these philosophers were no better able to suggest how the mind and brain interact than Descartes had been nearly 400 years ago. So there was little excitement to be had in hearing of such a lack of progress.

The only novelty was provided by the lectures by Gilbert Ryle. He argued that the dualism was a ‘bad mistake’ because it invoked a ‘ghost in the machine’. But it was not clear, when the ghost had been banished, what was left for us to say about our rats or pigeons.


Cognitive psychology

So what, if anything, has changed? Even at that time behaviourism was beginning to crumble. The reason is that objective ways were being found of settling what must be happening in the head. As students we learned, for example, of the experiments by Donald Broadbent and Anne Treisman in which subjects listened on headphones while a series of numbers or words was played to the right ear and another series to the left. The people in the experiments were instructed to attend to the items they heard in one ear and the finding was that they were unable to remember those that they heard in the other. So Donald Broadbent argued the brain must filter out the items arriving from the unattended ear. It was experiments of this sort, together with ones on perception by Ulrig Neisser and on memory by George Miller, that led to the founding of the science of ‘cognitive psychology’.

One way of showing what must be happening in the head is to produce a diagram to illustrate the flow of information in the system. Donald Broadbent pioneered the use of diagrams of this sort and he included a filter in his model so as to account for the empirical results on attention. These models were called ‘black box’ diagrams because they were drawn as a set of boxes linked by arrows; the boxes were said to be ‘black’ because at the time it was not known how the components worked or where they were to be found in the brain.

Attempts can be made to find out by studying the effects of damage to the brain in patients. If the damage is relatively restricted it should be possible to make suggestions as to the functions of the missing components. And by the late 1970s enough was established in this way to encourage the development of a new science. While chatting in a taxi together, Michael Gazzaniga and George Miller came up with a name for it, and this was ‘cognitive neuroscience’.


Cognitive neuroscience

They could not have conceived that within a decade psychologists would have access to techniques that allow us to visualize the activity of the brain in healthy people, and to do so while they carry out psychological tasks. These methods include positron emission tomography (PET), developed in the 1980s, and functional magnetic brain imaging (fMRI), developed in the 1990s. These techniques have transformed the field of cognitive neuroscience. There have now been nearly 30,000 experiments conducted using fMRI alone. Figure 1 shows one of the most popular scanners used for fMRI.



[image: image]
1. A popular type of functional magnetic resonance scanner.





And so psychology has altered out of all recognition from the subject that I learned as a student. As lay people had always supposed, it is indeed the science of the mind and in particular the human mind. And since many psychology departments now have access to brain scanners, it is common to see a line of posters along the corridors that show images of the human brain at work.


The interpretation of brain images

These images are both beautiful and alluring (Figure 2); so it is no wonder that they excite the interest of laypeople and the media. We read, for example, that the trials of the teen years are due to the impoverishment of their frontal lobes or that brain imaging has proved that women are unable to think logically. Such claims make good headlines.
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2. Typical map of activations as visualized with fMRI.





Science reporters who pass on claims such as these can show their ignorance in one of three ways. The first is forgivable, the second suggests that they do not understand science, and the third indicates a wider difficulty with logic.

The first misunderstanding is to suppose that the coloured patches in the brain images show where there is an increase in the activity of brain cells or neurons. In fact they are only an indirect measure of brain activity, since the signal to which PET and fMRI are sensitive reflects changes in the blood supply; in the case of fMRI this is the ratio of oxygenated to de-oxygenated blood. The rationale is that when neurons increase their activity there is an increase in the supply of arterial blood to that region, bringing the oxygen and glucose that are needed for metabolism. It is because the measure is indirect that in the imaging literature there is said to be ‘activation’ in an area rather than ‘activity’.

The second misunderstanding is to believe that the images show all the areas in which there was activation during the experiment. They do not. Instead, as in science in general, the images result from a comparison between experimental and control conditions.

The logic is the same as in medicine. When doctors test whether a new medication works they compare it with a dummy pill or placebo. The reason is that the patients might get better simply because they know that they have been given a pill by someone in a white coat and half-rimmed glasses. So the test is whether the patients who take the genuine pill do better than those who take the dummy pill. It is the difference that matters.

The same method is used in brain imaging. It can be conveniently illustrated by taking an experiment that is described more fully in Chapter 4. The aim was to find out where there is activation when people have to think about the way in which objects are related. So during scanning the people were shown pictures like the one in Figure 3a; here they had to say whether the spanner or the saw is the one that is most obviously associated with the pliers. The answer is the spanner because both can be used to grip.

But if people were simply scanned while they did this task, the images would show the activations for viewing the pictures and for making the choice. Yet the experiment was designed to investigate the ability to retrieve knowledge about how the objects were used. So the people were also scanned in a comparison or ‘control’ condition (Figure 3b). For this they had to decide which of the two objects was the same size in life as the one above. Here too they viewed pictures and made a choice, but they did not have to consider how the objects are used.
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3. Pictures in (a) experimental and (b) control conditions for experiment on semantic knowledge.





So the analysis of the data compared the activations in the experimental association condition (E) (Figure 3a) with the activations in the control size condition (C) (Figure 3b) and calculated the difference between them (E − C). The difference image (E − C) removed or subtracted out the activations for viewing pictures and responding. So the resulting image only showed the activations that were specific to knowledge of the use of tools. Most of the results reported in this book come from difference images of this sort.

However it is the third misunderstanding that is fundamental. Science is interested in causes and it is easy to suppose that the pattern of activation in the brain must be the cause of the mental state or behaviour. In one sense, of course, it is: without the brain there would be no mental state.

But there is another sense in which the pattern of activation need not provide an explanation of the mental state. This can be illustrated by taking as an example the images produced when patients are scanned while they are depressed. The standard finding is that there are two areas in which there is a difference in the degree of activation in the patients compared with people who are not depressed. One area is called the amygdala (Figure 4) and the other the subgenual cingulate cortex (Figure 4). Beware the science reporter who tells you that this image proves that depression is a brain disorder.
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4. Medial or inner surface of the left hemisphere of the human brain. The diagram shows the areas that are activated during studies on depression, sexual attraction, and preference for juice. The amygdala lies under the surface of the cortex.





Of course the brain is involved, but the problem is that the term ‘brain disorder’ implies some defect in its internal workings. But the same pattern of activation is found if people who are not depressed are simply instructed to think sad thoughts while in the scanner. And their brain is not disordered. Thus, the image could simply be telling us what we know already, namely that people who are depressed are thinking sad thoughts.

So the cause of the depressed state could be internal, perhaps due to the inheritance of particular genes. Or it could be external, perhaps due to the breakup of the marriage. The scans alone will not tell us.

This point is one that many in the media have failed to appreciate. And it matters. Take studies in which gay men are scanned while they are viewing erotic pictures of men; when they do so there is activation in a structure called the hypothalamus (Figure 4). It is easy to jump to the conclusion that the men are gay because of some abnormality in their brain. But the findings are the same when straight men view erotic pictures of women. The images simply tell us which gender the individuals find attractive. They tell us nothing about why some men are gay.

If you are not convinced, then take the Pepsi challenge. If people who prefer Pepsi are scanned, there is more activation in the ventromedial prefrontal cortex (Figure 4) when they drink Pepsi rather than Coca-Cola. Naively you might think that this shows that a preference for Pepsi is due to some kink in the brain. But if people who prefer Coca-Cola are scanned, there is more activation in the same area when they drink Coca-Cola. So all the scans actually indicate is which drink the person likes; they do not tell us why. Perhaps all that expensive advertising pays off.

The conclusion is that what brain images show us is the state of the brain when people are in particular mental states. They do not necessarily tell us why they are in those states. It could be because of past history or current events in the world. Brain explanations do not necessarily trump environmental explanations.

The reason why this matters is that the aim of psychology is to help us to understand people; and people are not simply brains. Like other animals, they have a body which grows up and ages, and they live in a physical and social environment. So the province of psychology cannot simply be reduced to the province of neurology. There are facts about people that are not just facts about their brains.


Answering psychological questions

It follows that there are many questions in psychology for which the answers must be sought by carrying out psychological experiments. Is phonics the best way of teaching children to read? Is it true that the capacity of our short-term memory is limited to around seven items? Why do people hold social stereotypes concerning out-groups? And so on.

Questions such as these will not be answered by simply scanning people and noting that there is activation in area X when they are in mental state A. There has to be some change in the brain, and the danger is that all the experiment tells us is where that is. Studies that simply do this may tell us about the brain, but they do not tell us about psychology.

There are, however, three issues that imaging can address. The first is how to account for human capacities. For example, people differ in their intelligence, and tests of intelligence typically test a range of abilities; yet the different subtests tend to give similar results. Why should this be so?

The second issue concerns human limitations. We know, for example, that multitasking can lead to inefficient performance, but it is not enough to say that there is a limit to our capacity to attend to two things at once. Why is the system not designed to handle many messages at the same time?

The final way in which imaging can advance psychology is by providing an explanation for the psychological effects of disorders of the nervous system. Many amputees continue to feel sensation in their non-existent limb, and some also feel chronic pain there. How can that be explained?

What questions such as this have in common is that it is not adequate to answer them simply by talking in terms of past learning or social interactions. The phenomena point to what the human mind can and cannot do and what happens when it goes wrong, whether from illness, damage, or age.

So this book takes up the challenge. It seeks explanations. Each chapter considers the sorts of questions that a layperson or a psychologist might ask, and tries to show how understanding the activity of the human brain can help us to provide answers. It is true that in some cases these answers confirm what psychologists have suspected. But it would be sad indeed if psychologists had everything wrong, and science always looks for confirmation. And there are other cases in which the answers are genuinely novel.

Each chapter starts with three questions. The discussion that follows then provides the general background and it is on this basis that the answers are given in a box at the end. These are stated as facts but the reader should be warned that in science facts can and do change.







Chapter 2

Perceiving





Questions





1. Do you need to recognize an object to know how to handle it?


2. Why do some amputees continue to feel their arm even though it is absent?


3. Why do some people see colours when they read or hear words?










Suppose I put a pencil on the table and ask you to write your name. Common sense tells us that you need to be able to perceive the way in which the pencil is oriented in order to know how to pick it up properly. It is one of the delights of science that common sense is so often wrong.

In this case we know this to be true because David Milner and Mel Goodale have described a patient called Dee who is unable to identify the orientation, yet she is able to pick the pencil up straight away. Dee came to their notice in the clinic because of her inability to recognize objects; this was the result of damage to her brain from carbon monoxide poisoning when a water heater leaked while she was on holiday.

One way of explaining what Dee can and cannot do is to suppose that there must be two systems that are relatively independent, one that is specialized for the perception of shape and another that is specialized for using shape to guide action. The suggestion is that in Dee’s brain the first must have been damaged whereas the second must be intact. Fortunately, there is a way to find out and this is to scan her brain.

The results show that the damage in Dee’s brain is in an area that is activated when other people recognize objects. This area is referred to as the lateral occipital or LO complex; it lies at the border between the occipital and temporal lobe (Figure 5). There is no signal here when Dee views objects and this accounts for her failure to recognize objects. So the LO complex is critical for the ability to use the shape of an object to identify it.
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5. Connections of the ventral visual pathway are shown as thick arrows from primary visual cortex V1 via the lateral occipital complex (LO) to the temporal lobe. Connections of the dorsal visual pathway are shown as thick arrows from primary visual cortex V1 via the middle temporal complex (MT) to the parietal lobe and also from V1 via other intermediate areas to the parietal lobe. Dorsal = top surface of the brain, ventral = bottom surface of the brain, anterior = front of brain, posterior = back of brain.







The picture is quite different when Dee is required to reach for and grasp an object in the scanner. Now activation can be detected in an area that lies in the parietal lobe (Figure 5), and the same area is activated when healthy people are scanned. This area is critical for the ability to use the shape and orientation of an object to guide the way in which the hand approaches it.

The reader may be worried that these conclusions are based on the study of a single patient. But we cannot deliberately cause selective damage to an area such as the LO complex, and so we should welcome the fact that occasionally nature obliges. Science often benefits from occasional accidents, as when Alexander Fleming noticed the effect of penicillin mould in his petri dish. It is to the credit of David Milner and Mel Goodale that they saw the significance of their observation.


Parallel pathways

The lesson to be learned from Dee’s performance is that the brain is not a single pathway from input to output but that there are separate pathways and that pathways also diverge. Information from vision, hearing, touch, and smell is relayed from the sense organs to separate regions of the brain (Figure 6). These are referred to as the primary sensory areas. The information is then relayed through a series of secondary areas.
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6. Primary sensory areas. V1 = primary visual, A1 = primary auditory, S1 = primary somatosensory.





It is the convention to give each of the primary sensory areas the number 1, as in V1 for the primary visual area, and to number the secondary areas in ascending order. In the case of vision these are V2, V3, V4, and so on. The primary visual cortex relays information via these and other areas to the temporal lobe and the parietal lobe (Figure 5).

These relays are termed the ventral and dorsal visual pathways. As can be seen from Figure 5, the term ‘ventral’ means towards the lower surface and the term ‘dorsal’ towards the upper surface of the primate brain. Anatomy is an ancient discipline and it still retains some arcane terminology.

Apart from differing in their location the ventral and dorsal visual systems also differ in their outputs. Only the dorsal one has direct connections with the areas in the frontal lobe that control movement. This is why it is the dorsal system that is specialized for using vision to guide action, as in the case of picking up a pencil.

The dorsal pathway also carries information about the movement of objects. This is analysed in the human middle temporal or MT complex (Figure 5) and there are then connections from the MT complex to the parietal cortex. So, given that the parietal cortex receives information about movement of an object, this can be used to guide the hand or eyes (Figure 5).

The fact that there are separate or ‘parallel’ pathways means that different operations are carried out simultaneously: we see at the same time as we hear. So the brain is unlike a desktop computer in which the instructions are followed one after another in a series. Instead the brain has a parallel architecture, meaning that many different operations can be carried out at the same time. The overwhelming advantage is in the speed of processing.

It is this organization that also explains how it is possible for damage to the brain to impair one ability while another is preserved. For example, the neurologist Joseph Zihl has described patient LM who can see a car on the road ahead but is unable to perceive its motion. Instead she sees a series of separate images, as if a film had been slowed down until it was a succession of stills. The explanation is that she has a lesion that includes the human MT complex. But the lesion does not extend down to the LO complex, and that is why she is able to recognize the car by its shape.

Another way of showing that there are separate mechanisms for the perception of motion, shape, and colour is to use brain imaging. Semir Zeki pioneered the use of imaging to do this. For example, he has scanned people while they viewed displays of dots. When the dots were moving, the signal was in the MT complex. When the dots were coloured, the signal was in an area that, to the despair of the reader, some refer to as V4 and others as V8.


Areas and their connections

It is observations such as these that demonstrate that different brain areas perform different operations. The brain is not an amorphous mass like a lump of porridge but a patchwork of discrete areas. These can be distinguished by examining the tissue with a microscope. Each area consists of a host of neurons arranged in six layers, each layer being many neurons thick. The areas differ in the thickness of the layers, the density of the packing, and the frequency of the different types of neuron.

Each neuron has a cell body and a long ‘axon’ or fibre. These fibres are collected into bundles and they can travel long distances so as to connect areas that are far apart. It is the pattern of these connections that means that different areas can perform different operations. This is the principle of ‘localization of function’, and it can hold because each area receives a unique pattern of connections and sends out a unique pattern of connections to other areas. The incoming connections determine the information that the area can process; the outgoing connections determine the influence that it can exert on other areas.


Mapping

There is another organizing principle. This is that the outside world is mapped onto the brain in a point-to-point fashion. For example, in the primary somatosensory area (S1) (Figure 6) there is a map of the body with different parts responding when the hands, body, or legs are touched. Similarly, in the primary visual cortex (V1) (Figure 6) there is a ‘retinotopic’ map. What this means is that the retina is mapped onto the cortex such that the location of the activity in the cortex depends on which part of the retina is stimulated by light.

However, these maps are distorted. In the case of the somatic map the distortion relates not to the size of the different parts of the body but to their relative importance. For example, because we use our hands for manipulating objects, much more tissue is devoted to the hand than to the foot. In the case of the primary visual cortex, more tissue is devoted to central than peripheral vision. In the centre of the eye there is a pit or fovea and it is here that there is the greatest density of light receptors. When we inspect an object it is with the fovea that we focus our gaze.

One way of demonstrating the map in the primary visual cortex is to stimulate the neurons artificially. Alan Cowey and Vincent Walsh have done this by imposing magnetic pulses by means of a metal coil on the scalp, a technique called ‘transcranial magnetic brain stimulation’ (TMS). The method may appear heroic, but as far as we know it is harmless. The effect of stimulating the visual cortex is that observers report seeing flashes of light or ‘phosphenes’ and the apparent location of the phosphenes differs depending on where the stimulation is applied on the scalp. Some people see these phosphenes when they have a migraine.

Phosphenes can be evoked even if the visual cortex is stimulated in people who have been totally blind from birth due to damage to the retina. So, even if the peripheral sense organ is damaged or missing, activity in the sensory cortex is perceived as originating from the outside world.

This helps to explain why some amputees continue to feel sensations from their limb even though it is absent. Depending on where the stump is touched, forearm amputees report feeling that different fingers are being touched. When these amputees are scanned, it turns out that touch on the stump leads to activation in the hand area of their somatosensory cortex; and furthermore all the fingers are represented there just as would be expected if the hand was intact. The implication is that in amputees, if there is activity in the hand area, it is felt as if it originates in the absent hand or arm. Hence the illusion.


Putting the senses together

Given that different aspects of our sensory world are analysed in different brain regions, we need to explain how it is that we perceive the world as a whole. It is no good seeing an object if the sight of it gives you no idea how big it will feel when you pick it up.

There are two ways that sensory integration is achieved. Integration within any one sensory modality is achieved by connections within that system. For example, in vision these connect areas in which the neurons respond to colour and areas in which the neurons respond to shape.

Integration between sensory modalities is achieved by connections to common areas, and these are referred to as ‘multimodal’ areas. They include the parietal cortex (Figure 5) and the prefrontal cortex (Figure 16, p. 67). The evidence that these areas are multimodal is that they can be activated irrespective of whether the stimuli are visual, auditory, or tactile.

Fortunately we have a way of demonstrating the relevant connections in the human brain. This is called ‘diffusion weighted imaging’ (DWI). It makes use of the fact that the scanner can be sensitized to the movement of water in the brain; it is possible to chart the connections in this way because water diffuses along the fibre tracts. So we can visualize the orientation of these tracts and also estimate their points of origin and termination.

If integration between the sense modalities depends on the connections, it should be possible to show that the connections are abnormal in people who show unusually strong integration between the senses. There are people with synaesthesia who see colours when they hear speech or read words. In one study, synaesthetes reported seeing colours when they heard words and when they were scanned there was a corresponding activation in the visual area V4/V8—the area in which there is a signal when people are actually shown colours.

The study confirms that the synaesthetes are seeing what they claim to see, but it does not explain why they are doing so. The answer is suggested by a study that used diffusion weighted imaging to compare the connectivity of the brains of people who did or did not have synaesthesia. The connections within the parietal cortex, one of the multimodal areas, were stronger in the synaesthetes. The same study also examined in particular those synaesthetes who saw colours when they read; and in this case the connections within the inferior temporal cortex were stronger in the synaesthetes. The suggestion is that it is these connections that link the visual areas that analyse shape and colour.


Recognizing objects

Objects are recognized on the basis of their shape and colour and it has already been established that the LO complex is necessary for object recognition. But this does not tell us how that recognition occurs. To understand this we need to appreciate that processing occurs via successive stages in the visual relay (Figure 5).

These stages differ in that the earlier ones represent small elements of the visual scene whereas later ones have a more complete representation. We know this because Kalanit Grill-Spector and Rafael Malach have scanned people while they viewed a series of pictures that differed in how complete they were. Some showed objects that were complete, some two halves, some four quarters, and so on, with differing degrees of scrambling. In the earliest areas V1–V3 the activation was maximal for the scrambled pictures, in V4 for ones that were less scrambled and in the LO complex for pictures that were either complete or in halves.

So the earlier stages process the elements and the later stages integrate them. It is thought that this is achieved via a hierarchical arrangement in which each higher-order neuron in area B receives an input from many lower-order neurons in area A, each neuron in area C receives an input from many neurons in area B, and so on through successive stages.

An arrangement of this sort would also allow us to learn that an object is the same even though viewed from different angles. As we approach an object in everyday life we see it from different viewpoints at different times. At one time the object might be to the left of our gaze and at another to the right. At one time the object might appear small because it is far away and at another large because we are nearer to it. And at one time we might see the object from one angle and at another from the opposite angle. Yet we need to appreciate that the object is the same in all cases.

Human beings are very good at solving this task. Given a long childhood we have plenty of time to learn to recognize and identify the objects in our world. By moving towards objects or moving around them, we can learn that the object is one and the same even though seen from different views. The evidence that it is the same object is that the different views occur within seconds of each other.

We believe that the visual system is organized in a way so as to make this learning possible. Lower-order neurons respond maximally when we see an object from a particular view whereas higher-order neurons integrate the information from lower-order neurons and are thus able to learn to respond irrespective of the view. The suggestion is that it is in this way that we form a ‘view-independent’ representation of the object.

There is evidence that is consistent with this proposal. It comes from a brain imaging experiment that made use of the fact that if the same stimulus is presented repeatedly within a short period there is less activation with repetition. This effect is referred to as ‘adaptive suppression’. The reason that it occurs is that the system is tuned to treat novel objects as being of more interest than ones with which we are familiar. Thus, the method can be used to find out where there is invariance in the visual system: if the object is classified as being the same on different occasions, even though seen from different views, there will be evidence of adaptive suppression.

So Kalanit Grill-Spector and Rafael Malach scanned people while presenting the same object repeatedly, varying the location, size, or viewpoint. There was little adaptation in earlier visual regions, but an adaptive suppression effect could be demonstrated in the more anterior part of the LO complex. This supports the notion that higher-order areas form representations that are invariant by integrating information from lower-order areas.


Classifying objects

It is not enough simply to recognize what we see; we also have to make sense of it. This involves classifying things, whether animate or inanimate. For example we categorize animals as primates, birds, insects, and so on. So Jim Haxby has presented pictures of animals and asked people to classify them. The same people were then scanned while they viewed them, and this made it possible to relate the judgements they made to the patterns of activation as found in the visual system.

The images were analysed using a method that is called a ‘multi-voxel pattern analysis’. The brain image is made up of very many ‘voxels’ or three-dimensional pixels or picture elements. So instead of simply measuring the degree of activation in an area, we can also analyse the pattern of activation across voxels to see if it differs depending on what the people are looking at.

When the analysis was performed, the results differed according to the stage of the visual system. It was not possible to distinguish the different categories by analysing the pattern of the activation in the primary visual cortex V1. But in higher visual areas in the inferior temporal cortex there was a relation between the patterns of activation for the different animals and the way in which the people had classified the animals.

This classification has, of course, been learned during childhood and adolescence. As a child we are taught that different animals are primates or birds. The suggestion is that the representation of these categories is learned by groups of neurons in higher areas through the association of inputs from lower-order areas. As is the case with object recognition, this depends on a hierarchical organization.


Perceptual awareness

It is this organization that explains why, if magnetic pulses are applied to the earliest stages of visual processing, people report that they only see elementary flashes of light. But how can we explain the fact that they are aware of these flashes?

This issue was long thought to be a topic for philosophy rather than science. Then Larry Weiskrantz made an astonishing discovery. He was studying two patients who had damage to their primary visual cortex in one hemisphere. As expected, they were blind in one half of their visual field, meaning that they were unable to see anything that was presented on the side of space that was opposite to their lesion.

But surprisingly they could still guess accurately the orientation of a line or the direction in which it was moving. And this was true even though they were not aware of seeing the line. The explanation for this ‘blindsight’, as he called it, is that visual information can still reach the cortex through routes that bypass the primary visual cortex.

This demonstrates that the primary visual cortex is necessary for visual awareness, but it does not tell us whether it is sufficient. To find out we can scan people when they are or are not visually aware and see what, if any, other areas are activated.

One way of doing this is to make use of a technique called ‘backward masking’. If a stimulus, say a letter, is followed in 20 milliseconds by a pattern in the same location, most people are unable to report what the letter was; but if the pattern follows in 100 milliseconds many people can do so. This technique means that we can compare the activations when subjects are aware with the activations when they are not. It is a common finding that when subjects can report the letter the activations extend outside the ventral visual system to the parietal (Figure 5) and dorsal prefrontal cortex (Figure 16, p. 67), and that the activations in these two areas vary in synchrony.

But the philosopher Ned Block has suggested that there is a problem in interpreting these findings. It could be that these activations do not relate to visual awareness itself, to ‘phenomenal awareness’. They might instead relate to the requirement to report that you are aware. He suggests that this requires ‘access’ to awareness.

There is a way of evading this problem and this is not to ask the person whether they are aware or not. A very crude way of doing this is simply to compare the situations where the person lies in the scanner with their eyes open or closed. In the first case they are visually aware, in the second they are not. One study found that when people had their eyes open there was activation in the visual areas V1, V2, and V4. However, there was no additional activation in the parietal or prefrontal cortex as compared with the situation in which the people lay with their eyes closed. The implication is that it is activation in the ventral visual stream that underlies phenomenal awareness for vision. If the parietal and prefrontal cortex contributed, we would have expected there to be an increase in their activation when the people opened their eyes.

A more sophisticated approach is to study synaesthetes since they are phenomenally aware of seeing colour even when no colour is present. A study has already been mentioned in which there was activation in area V4/V8 when they had the illusion of seeing colour. However, again there was no additional activation in the parietal or prefrontal cortex compared with the scans of non-synaesthetes.

There were, however, two other areas that were activated in both studies. One was the anterior part of the insula (Figure 7, p. 29), the other the anterior cingulate cortex (Figure 20, p. 85). These areas are interconnected and they are known to respond when a salient event is detected. This has led to the suggestion that they form a ‘salience network’.

There is yet another way in which we can study awareness and this is to manipulate it by giving an anaesthetic such as propofol. So Irene Tracey and her colleagues scanned people while they were being anaesthetized. The degree of consciousness was assessed by speaking words aloud or by applying a painful stimulus. As expected, there were decreases in the activation in the insula and anterior cingulate cortex as the anaesthetic took hold. However, there were also decreases in the thalamus (Figure 4, p. 8), a structure that relays sensory information to the cortex. And as a result, the auditory cortex became unresponsive to words and the somatosensory cortex unresponsive to painful stimuli.

The philosopher David Chalmers would object that none of these results explain what accounts for the state of awareness; he refers to this as ‘the Hard Problem’. But the problem can be simplified. The issue is usually discussed in relation to vision, with questions such as why we see the colour red as red or how it is that we view the world as if it were a film out there.

But now consider pain or the ‘ouch’ response and the problem does not seem quite so intractable. A dog whimpers after treading on a spine; and by analogy with our own experience we say that the dog ‘feels’ the pain. We take the analogy to be justified because dogs are mammals, have similar pain pathways, and fail to respond to the same painful stimulus when anaesthetized.

Of course, even if it were agreed that the dog feels pain, the sceptic could still argue that it lacks the ability to tell when it is in pain. But this is an issue that is open to testing. The dog could be trained to press one lever when in pain, and another when not in pain. Success on this test would mean that the dog can discriminate between the two states. It would not be possible to explain away the results by claiming that the dog is simply wired to make a reflex response.

Thus the pain system provides a simple model for the study of awareness. An initial line of attack would be to investigate further the functions of several structures. Of these the thalamus is the most important because, beyond knowing that it serves as a gateway to the cortex, we know too little about what it does. Of the cortical areas, the ones that deserve further study are the anterior insula and the anterior cingulate cortex with which it is connected. Both respond to pain but the use of the term ‘salience network’ is an admission of failure. Hence the need for further research.

Awareness is just one of the issues that were once a matter of speculation amongst philosophers but have now become tractable for science. It is easy to forget this. It is only a little over a century ago that the French philosopher Henri Bergson argued that it was necessary to invoke an élan vital or vital force to explain the development of organisms. But now we know that control genes direct the course of development. When we have a full account of how the brain receives and processes sensory information it is unlikely that we will need to invoke a mysterious emanation to explain awareness.





Answers





1. Object recognition depends on the ventral visual system in which both the recognition of objects and their classification is achieved via a hierarchical analysis. This system for identifying an object is separate from the dorsal visual system which is involved in guiding the hand so as to grasp the object. Even if one system is damaged, the other can still operate. Demonstrations such as this are evidence for the localization of function in the brain.


2. The explanation of why amputees continue to feel the absent arm is that there is still a representation of the forearm and hand in their somatosensory cortex. Stimulation of the stump can evoke cortical activity. Just as stimulation of the visual cortex evokes phosphenes that appear to come from outside, so activity in the somatosensory cortex is perceived as touch to the forearm even though it is missing.


3. Information about the senses is integrated via connections within and between sensory systems. In synaesthesia the connections between the areas for analysing shape and colour are abnormally strong. In synaesthetes the illusion of seeing colour is related to activation in the visual area V4/V8. More generally, it appears that activity in early sensory areas together with activity in the insula and anterior cingulate cortex is sufficient for phenomenal awareness.




















Chapter 3



 Attending





Questions





1. Why do some patients neglect things to their left after a stroke?


2. Why does attending to something else decrease the feeling of pain?


3. Why is it dangerous to use a mobile phone while driving?










Awareness can be selective. Suppose that you are listening to music through headphones and trying to solve a Sudoku puzzle at the same time. You realize after a while that you have missed a whole passage of the music. The way you account for this is to say that you ‘were not attending’ to it.

But it is not obvious why there should be a limit to what you are aware of. After all, the information that comes from your various senses is processed in different areas of the brain. And as mentioned in Chapter 2 the processing occurs in parallel, meaning that what you see is analysed at the same time as what you hear or touch. Given that there are an estimated 100 billion neurons in the human brain it seems unlikely that there is a limit to its processing resources.

So there must be some other explanation for why you failed to hear the music. The answer is that only some of the incoming sensory information is relevant for solving the Sudoku puzzle. The irrelevant information only acts to distract you from performing the task efficiently. So it is not that there is a limit to the capacity of the system but that at any one time you are only interested in some of the information that is available.

This is particularly true for what we see. Our visual environment is very rich, full of objects of various shapes and sizes embedded in a complex background scene. So we scan the world, and what we look for and attend to depends on what task we are doing at the time.


Looking and attending

In the laboratory it is the experimenter who specifies the task. Michael Posner came up with a classic paradigm in which the observers are instructed to look out for the appearance of a visual target in the periphery of their vision. However, they are also to keep their eyes fixed on a central dot. So their attention is said to be ‘covert’; in other words there should be no overt eye movements. On 80 per cent of trials the target appears on the side to which the people are attending, but on 20 per cent of trials it appears on the unattended side. This arrangement means that it is possible to demonstrate the benefit of attending: the targets on the attended side are detected more quickly than the targets on the unattended side.

If people are scanned while they are covertly attending to one side, the effect is an enhancement in the activation; this means the activation is greater when attending than when not doing so. The enhancement is found in two regions. One is the cortex that lies in the intraparietal sulcus, a deep fissure in the parietal cortex (Figure 7). The other is the area of the prefrontal cortex referred to as the frontal eye field (Figure 7).
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7. Dorsal and ventral attention systems. TPJ = temporo-parietal junction.







Both areas are also engaged when people actually move their eyes or simply plan to move their eyes. So when you attend to the periphery while gazing centrally, the enhanced activation reflects the fact that you are preparing to move your eyes. And in fact it is so tempting to actually move them that the experimenter needs to measure your eye movements to make sure that you don’t peek.

The two areas of the brain involved, the cortex in the intraparietal sulcus and the frontal eye field, are part of what is called the ‘dorsal attention system’ (Figure 7). The term ‘anatomical system’ is used for a group of areas that are closely interconnected. As a result of these connections the spontaneous activity in these areas varies in synchrony. This is called ‘resting state covariance’ because the measurements are taken when the people are simply resting in the scanner.

The concept of a system is fundamental in cognitive neuroscience. Though areas differ in the operations that they perform, they do not operate in isolation. To put it bluntly, no behavioural task depends on a single area of the brain. It is one of the strengths of brain imaging that it allows us to visualize the workings of the whole brain at once, and the images show that when people perform tasks in the scanner the activations are distributed across the brain. So anatomical systems support functional systems.

Within the dorsal attention system, the cortex in the intraparietal sulcus and the frontal eye fields is spatially mapped. What this means is that if people are scanned while they attend covertly, the location of the enhanced activation within these areas varies according to the spatial position the person is attending to in peripheral vision.

Thus, one of the mechanisms by which we prioritize particular locations in visual space is the enhancement of activation in the cortical representation of that part of space. In the dorsal attention system the enhancement only occurs for locations in the opposite side of space.


Locating targets

An object catches our attention either because it is salient or because we are looking at it. In either case, if the object is in peripheral vision we move our eyes so as to bring it into central vision. One way of assessing the ability to detect objects is the letter cancellation task. A display of different letters is presented and the person is asked to cross out or cancel all the exemplars of a particular letter, for example the letter T as in Figure 8. This task is typically used as a diagnostic test for the clinical syndrome of spatial neglect.
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8. Paths of eye movements in a patient with left sided visual neglect performing the letter cancellation task. The target letters are the ‘T’s.





This is a strange and intriguing phenomenon, and indeed it was hearing about it in lectures at university that attracted me into neuroscience. The patients act as if things on the left hand side of space are not there. So they might neglect the food on the left hand side of their plate or they might fail to wash the left hand side of their face. When asked to draw a clock, patients with neglect typically omit the numbers round the left or crowd them round the right hand side. On the letter cancellation task they fail to cancel the letters on the left hand side of the display; and Masud Husain has shown that remarkably their eye movements are almost entirely confined to the right hand side of the display (Figure 8).

Neglect most often results from strokes that involve the right parietal cortex. In a stroke the blood supply to an area is cut off, either because of a blockage or leakage in an artery. The effect is that the neurons in the area that is supplied by that artery die through lack of oxygen and glucose. The damage can be detected by using a CAT (computerized axial tomography) or MRI scan to visualize the anatomy of the brains, and it turns out that the lesions usually include the inferior parietal cortex, that is, the cortex below the intraparietal sulcus (Figure 7). Within this area it has been suggested that the critical region is the cortex at the junction between the parietal and temporal lobes, referred to as the temporo-parietal junction or TPJ (Figure 7).

The inferior parietal cortex and TPJ form part of the ‘ventral attention system’. As defined on the basis of resting state covariance the TPJ is interconnected with the anterior insula (Figure 7). As expected given its location, the TPJ is also connected with the temporal lobe, and in particular the tissue in the superior temporal sulcus and the inferior temporal cortex (Figure 7). The implication is that it forms a critical node at which the temporal and parietal cortex can interact.

Target detection tasks such as the letter cancellation task provide one situation where that interaction is required. The ventral visual stream is involved because the letters are identified on the basis of their shape; and the parietal cortex is involved because some of the targets will appear in peripheral vision.

Gordon Shulman and Maurizio Corbetta devised a task with some of the features of the letter cancellation task. Individuals had to detect a particular object amongst an array of objects, and the objects were presented on each side of the central point. On each trial a cue specified which side they were to attend to and the target object always appeared amongst the objects on the attended side, whether on the left or right. The attention was covert because the observers were required to keep their gaze on the central point.

People were scanned while they performed this task and there were two main findings. The first was that, when targets were detected, there was activation in the right inferior parietal cortex and TPJ irrespective of whether the targets were on the left or the right. By contrast the left inferior parietal cortex and TPJ were only activated when the targets were detected on the right.

The second finding concerns what happened when the cues were presented to tell the observers which side to attend to. In the dorsal as well as the ventral attention system the activations were greater when attention was shifted to the other side rather than being directed to the same side as on the previous trial. But uniquely this was true for the right TPJ irrespective of the side to which it was switched; by contrast the signal in the left TPJ was only greater for switches to the right.

Thus, though they are interconnected, the dorsal and ventral attention systems differ both in their organization and function. The cortex in the intraparietal sulcus of each hemisphere is involved in attending to the opposite side of space. By contrast the right inferior parietal cortex and in particular the TPJ are engaged irrespective of whether attention is to the left or right side of space. In other words they cover the whole of visual space.

Now consider what happens when a large stroke affects either the left or right parietal cortex. After damage to the left parietal cortex, the right inferior parietal cortex and TPJ are still available for detecting targets whether they appear on the left or right. But after a large parietal lesion on the right, the left parietal cortex can only support detection of targets on the right. A neat explanation of spatial neglect, though in science neat doesn’t necessarily mean correct.


Identifying targets

As already mentioned, it is the temporal lobe that is involved in recognizing the targets. This involves matching each item against a template so as to decide whether it is or is not one of the target items. In an experiment in Sabine Kastner’s laboratory, photos were shown of cluttered scenes; in some there were people, in others cars, and in yet others trees. However, the critical displays were ones in which both people and cars appeared; in these the people were the targets (positive) and the cars the distractors (negative). The photos with trees alone were not relevant to the task (neutral).

A multi-voxel pattern analysis was used to identify from the patterns of activation what class of objects was being shown. This is the method that was briefly described in Chapter 2. The analysis was performed on the activations in an area of the temporal lobe that is involved in the recognition of objects.

The finding was that from the pattern of activation it was easier to identify people (targets) than trees (neutral), but more difficult to identify cars (distractors) than trees (neutral). This suggests that while the representation of the targets was enhanced, that of the distractors was suppressed. The effect is that in a visual search task the distinction between targets and distractors is maximized.

But this does not explain how the visual system is set up to detect the targets. So in another imaging experiment by the same group photos of cluttered scenes were again presented; some included cars, some people, and some both cars and people. The difference is that on some trials the task was to detect the people and on others the cars.

A multi-voxel pattern analysis was again carried out. However, this was applied to the activations after the instruction had been given but before the photos had been presented. It proved possible to identify what the targets were for that trial by analysing the data from an area that was shown to be involved in the recognition of objects. What this means is that if the people were told that the targets were cars, the category of car was set up as a template; when the photos were presented, the objects could be compared with that template so as to decide whether they were or were not cars.

Focused attention

In a visual search task the distractor items are deliberately introduced so as to make it difficult to detect the targets. But there are other situations in everyday life in which we try to focus on one task in the face of distraction. For example, we are trying to remember something while someone else is talking.

To study this situation, Christian Büchel scanned people while they had to remember a series of tones and at the same time they were presented with distracting pictures of objects. The finding was that distraction reduced the activation in the LO complex, and this was especially so when the auditory memory task was difficult. This suggests that information in the irrelevant visual stream was inhibited.

It is this effect that accounts for our ability to distract ourselves when we are in pain or are experiencing tinnitus in our ears. In another experiment by the same team a painful stimulus was applied to the backs of people while they were scanned. As in the experiment just described the people were required to carry out a memory task at the same time. Mental distraction led to a decrease in the activation in the sensory pathway in the spinal cord, and the people also reported that they felt less pain.

The signals that cause this reduction of pain originate in the prefrontal cortex. It sends connections back to the higher sensory areas (Figure 9). Signals that pass through these pathways are referred to as ‘top–down’ signals so as to contrast them with the ‘bottom–up’ signals that arrive via the primary sensory areas. In the case of pain these signals appear to evoke a release of opiates in the system and it is this release that moderates the pain.
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9. Top–down pathways from prefrontal cortex to the MT complex and the fusiform face area (FFA).





The reason why these signals originate in the prefrontal cortex is that it is this area that is involved in setting up the task. At the beginning of an experiment the people are told what to do, and Marcel Brass has shown that a preparatory signal can be detected in the ventral prefrontal cortex after the instruction has been given and before the task begins.

In a typical experiment the task instruction will specify what material is or is not relevant for the task. So Katsuyuki Sakai and I devised a task in which a series of four letters was presented at the same time as a series of four squares. The task was either to remember the letters or to remember the locations of the squares. At the beginning of each trial a verbal instruction was presented to tell the people which of the two tasks to perform. After the instruction but before presentation of the items there was an activation in the ventral prefrontal cortex, and this continued during the interval until the letters and locations were presented.

This continuing activation reflected the setting up of the task; in other words it constituted ‘set’ activity. The evidence for this was that on spatial trials the set activity was more closely related to the activation in areas involved in spatial processing; whereas on letter trials it was more closely related to activation in areas involved in verbal processing. This supports the claim that it was the prefrontal cortex that set up the modality that was relevant to the task.

But though suggestive, this evidence is not conclusive. The fact that A is related to B does not prove that A causes B. The way to find out is to manipulate A and see if there is a change in B. In an experiment in John Driver’s laboratory transcranial magnetic stimulation (TMS) was used to stimulate the frontal eye field (Figure 9). The effect was to induce a signal that passed through top–down pathways to the higher sensory areas (Figure 9). This signal could be detected because the experiment was performed in the scanner and so changes in activation could be measured in the sensory areas.

During scanning the individuals were presented with faces made up of moving dots: one task was to tell the gender of the face, the other the direction that the dots were moving. If the task was to attend to the face, prefrontal stimulation led to enhanced activation in the fusiform face area (FFA), an area in the inferior temporal cortex that is involved in the discrimination of faces (Figure 9). If the task was to attend to motion, stimulation of the prefrontal cortex led to enhanced activation in the MT complex (Figure 9).

So top–down signals can exert a selective effect in three ways. They can set up the task by enhancing processing in the relevant sensory stream. They can set up the targets by creating a template against which they can be matched. And, if a task is performed in the face of distraction, they can inhibit processing in the irrelevant stream.


Divided attention

In the experiments described so far the people were required to attend selectively, but in everyday life we sometimes engage in multitasking. We use a mobile phone while driving the car. We assume that this is safe if the phone is hands-free because we can keep both hands on the steering wheel. However, we still have to keep an eye on the road at the same time as responding on the phone.

We can simulate the situation in the laboratory by requiring people to respond to visual and auditory cues at the same time. In one experiment the people had to press different fingers depending on the shape presented and also to repeat the words that they heard. The finding was that there was a penalty to pay in that it took longer to respond when doing both tasks together than when doing either task on its own.

But why should this be? Chapter 2 stressed that the brain can perform many operations in parallel. Different areas are involved in analysing what we see or hear (Figure 10), and so we can see at the same time as we hear. And different areas are involved in moving the fingers and speaking (Figure 10), and so we should be able to press a finger at the same time as talking.

The reason why there is a problem in doing a visual/manual and auditory/vocal task at the same time is that there is a stage at which the same area is engaged by both tasks. Paul Dux and René Marois have shown this is true for the ventral prefrontal cortex (Figure 10). It is here that the sensory input is transformed into the motor output: one component of the activation reflects the sensory input and another the motor output.
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10. Ventral prefrontal cortex as a bottleneck during visual/manual and auditory/vocal tasks.





So the interference occurs at the point at which a decision is taken as to the appropriate response. It is here that the processing is serial. This would account for the increase in the times taken to react when the two tasks are performed simultaneously.

Of course someone could object that the fact that the same area is involved in the transformation does not mean that the same neurons are involved. But there is an indication that they probably are. This comes from an experiment in which Paul Dux and René Marois reversed the mappings so that the individuals had to speak in response to visual cues and move different fingers depending on the word they heard. The finding was that the ventral prefrontal cortex was engaged by both tasks as before. This suggests the reason why the different tasks are routed through the same area. If the system is to transform any input into any output it needs a matrix of interconnecting neurons. Given such a matrix, routing through the same area allows for maximum flexibility.

But is all this relevant for driving? After all, driving is an automatic skill, and we know that, if people are trained on a visual/manual task for several days, there is less interference when they do this task at the same time as repeating words that they hear. The reason is that, as Paul Dux and René Marois have also shown, the activation in the ventral prefrontal cortex is over more quickly when a task has been overtrained. This means that though the two tasks are processed serially, there is less cost in terms of time.

The implication is that under normal conditions it is indeed safe to carry on a conversation while driving because you will respond automatically to the road ahead. The danger comes when you are talking on the mobile but then have to decide how react to a novel situation. If people are newly trained on a visual/manual task, they sometimes move the wrong finger when they have to repeat words at the same time. Under pressure, there is less time to decide on the appropriate response.

So beware the unexpected. Someone steps out into the road and you have to decide which way to turn to avoid them. The delay means that there could be a fatal accident.





Answers





1. The parietal lobe represents visual space. In the dorsal attention system the left hemisphere represents right space and the right hemisphere left space. But in the ventral attention system the right inferior parietal cortex and TPJ represent both left and right space whereas the corresponding areas on the left only represent right space. So after a large lesion to the right inferior parietal cortex and TPJ there is no remaining representation of left space, and the result is that the patients fail to take notice of things on the left.


2. Of the incoming stimuli, only some are relevant at any one time for what you are doing. There are top–down signals that select between the sensory streams and they do this both by enhancing the attended stream and inhibiting the unattended one. So it is possible to distract yourself, for example from pain, by carrying out a difficult mental task; the effect is to diminish your awareness of the pain.


3. The processing of the different sensory streams occurs in separate areas; so you can, for example, identify pictures and hear words simultaneously. And this is also the case for different responses; so you can, for example, use your hands while speaking. It is at the stage where the sensory input must be transformed into the appropriate output that interference occurs when multitasking. The reason is that the different tasks are routed through the same area; the result is a bottleneck such that only one decision can be taken at any one time. The reason why it is dangerous to use a mobile phone while driving is that, because of this bottleneck, there will be a delay in deciding how to react if unexpected events occur on the road ahead.


















Chapter 4

Remembering



Questions





1. How can we explain amnesia for the past, yet retention of knowledge learned at school?


2. Why do we begin to forget people’s names when we are in our fifties?


3. Why do people with Alzheimer’s disease have difficulty in finding their way?









Visual attention is needed because objects are located in cluttered scenes. You are looking for your keys in the kitchen; and the cooker, the storage cabinets, and the sink form part of that scene. The problem is that, as you search, you cannot see where your keys are.

Now change the scenario. You are not in the kitchen and the problem is that you cannot remember where you put your keys. You search the house, looking from room to room and from one piece of furniture to another. No luck. But as you approach the kitchen you suddenly recall that you put them down on the worktop. The sight of the kitchen has been enough to remind you. So the scene (the kitchen) prompts your memory (where you put the keys).

There is something else about that moment of enlightenment. It is not just that you know where your keys are: it is as if ‘it all comes back to you’. These memories that you recollect from your past are referred to as ‘episodic’ or ‘autobiographical’ because they are memories of events in your own life.


Scenes and places

Given that scenes can prompt memories, the first thing to find out is how scenes are constructed. Unlike small objects, which we can fixate in central vision, scenes are extended and so they fill our visual field. There are distinct pathways for central and peripheral vision and the latter terminate in a structure called the parahippocampal cortex that lies towards the inner surface of the temporal lobe (Figure 11). As expected, the parahippocampal cortex is activated if people are scanned while they view pictures of scenes or large objects such as houses that could serve as landmarks.
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11. Connections of the hippocampus.







Resting state covariance can be used to study the connections of this area. The finding is that the parahippocampal cortex is connected with the inferior parietal cortex and with two areas on the medial or inner surface of the brain, the retrosplenial cortex and the hippocampus (Figure 11). These areas also receive a direct input from the medial and inferior parietal cortex (Figure 11), and it is known that there are several parietal areas in which maps of external space can be identified. So the hippocampus receives information about the external scene and surroundings.

The hippocampus represents where we are in those surroundings. Demis Hassabis and Eleanor Maguire scanned people while they learned their way around a virtual reality environment on the computer screen. A multi-voxel pattern analysis was then used to see if it is was possible to tell where the person was in the environment; and it turned out that indeed this could be done from the pattern of activation in the posterior part of the hippocampus.

You need to know where you are if you are to find your way. In a supremely elegant experiment Hugo Spiers and Eleanor Maguire recruited taxi drivers with many years experience of driving through London because, of all people, they know their way. The taxi drivers were also tested in a virtual reality set-up. They controlled the image of a taxi on the screen and as they moved the taxi, so it appeared to drive through the streets of London.

They were scanned as they drove from a variety of locations to particular destinations. After the scans, each driver was shown the video of the routes that he had taken and was asked to remember what he was thinking about at each stage on the route. It was then possible to relate the thoughts retrospectively to the dynamic brain images that were taken at the time that he was actually driving.

The only time that the hippocampus was activated was when the drivers were shown a familiar starting location and told the destination to which they had to drive. So this was when the drivers knew that they were at location A and had to plan the quickest way to reach location B. Given that the hippocampus codes for where we are, the experiment tells us that this knowledge serves as a context or reminder for a spatial direction or route.

If so, someone with damage to the hippocampus should have trouble in finding their way around. So the same authors contacted a taxi driver who had suffered from an infection of the brain that damaged his hippocampus in both hemispheres. They then assessed the effect by testing him in the same virtual reality environment.

After his stroke he was completely lost. Take as an example his attempt to drive from St Paul’s Cathedral to the Bank of England (Figure 12). It is only a short drive, yet he veered off and never regained his sense of direction. His route took him all round the place. Yet he had had over forty years’ experience of driving through London.
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12. St Paul’s Cathedral and the Bank of England.






From places to recollection

There is another effect of damage to the hippocampus and this is even more disabling. This is that the patients are severely amnesic for past events in their life. Faraneh Vargha-Khadem has described a patient called Jon who suffered a small stroke in the posterior cerebral artery at birth and this resulted in the loss of neurons in the posterior hippocampus. The lesion is incomplete, but he is still very poor at remembering events such as who has visited recently or where he has been for a holiday. And when asked, he says that he is unable to conjure up the experience or relive the events.

There is independent evidence that the hippocampus is involved in remembering events. This comes from studies that use brain imaging. For example, Donna Addis, Daniel Schacter, and colleagues scanned people and showed that the hippocampus was activated when the people recalled events from their life.

So the hippocampus is activated in two situations, when people think about how to get from A to B and when they recall past events. But it is not obvious how a system for finding your way should also be able to support recall of episodic memories. Indeed, when John O’Keefe first showed that there are neurons in rats that code for the location of the animal, many were sceptical—including the author. John O’Keefe went on to win the Nobel Prize. So much for scepticism.

At the time the problem was that it was not clear what coding for place had to do with remembering events. Place is a simple matter of location. But episodic memories are not vague memories of where something happened; they remind us of what happened and when it did so. There is still no agreement about the relation between coding for place and memories of this sort, and so what follows is a half-educated guess.

The suggestion is that the key to the puzzle is to ask why the animal wants to find a particular place. In their natural surroundings the reason is that that is where food, a mate, or their offspring are. They know the association (what and where) because they have found food there before, mated, or given birth. That is why they return.

But this knowledge is not sufficient for survival. The world changes: water is available in different places at different times, predators move about, and when in danger females move their young. So it pays animals to know not only where they last found water, spotted a predator, or deposited their young but also when.

All this is theoretical. No proof has been given that animals can remember these things or that they can do so on the basis of a single observation or experience. To answer this objection Nicky Clayton has studied scrub jays because they cache food and so it is possible to test their memory for where they have done so. The experiment was ingenious. The birds were given meal worms and peanuts to bury. If tested soon after they retrieved the meal worms, but if tested five days later they retrieved the peanuts. The assumption is that they did so because they knew the meal worms to be perishable and the reason why they avoided them after five days was that they remembered when they had cached them. The conclusion is that they remembered what foods they had cached (meal worms or peanuts), where they had cached them, and when they had done so.

Impressive, but not a patch on chimpanzees. Charles Menzel carried out an experiment with two different chimpanzees. They watched while someone hid ten bags of almonds in a large wooded field. The bags differed in the number of almonds and in the effort required to obtain the food: some of the almonds were in shells and some were not. After twenty to twenty-five minutes the chimpanzees could then guide another person to where each bag was hidden and also work out the quickest way to find them, calculating the optimal path that took into account the relative value of the items. The animals were tested over many days, and so they had to remember where the almonds had been hidden on any particular day.

A neuroscientist might object that the experiment has not shown that the hippocampus is necessary for recall. And philosophers have objected that there is no evidence that the animals can recollect in the sense of ‘re-experiencing’ the memory. Fortunately for philosophers we can’t ask the animals.

But there is a way of finding out what happens in the human brain during recall, to see whether there is a similarity between the state of the brain during the original event and at recall. So a group in the laboratory of Neil Burgess scanned people while they viewed videos and later while they recalled them. The advantage of videos is that the experimenter can control the content of the events. It also means that it is easy to test whether the people are able to recall details of these events accurately.

The videos were shown several times during scanning, and the more often the same film was repeated, the greater the detail the people could report. A pattern analysis was used to compare the activations when viewing the videos and when recalling them a week later. To test for specificity, the analysis checked to what extent the state of brain was more similar when viewing film 1 and recalling film 1 than when viewing film 1 and recalling film 2.

There were many areas in which the state at viewing was reinstated at recall. These included the hippocampus, retrosplenial cortex, posterior cingulate cortex, and the medial and inferior parietal cortex (Figure 11). And the degree of similarity in the posterior cingulate cortex was related to the amount of detail that was recalled. It is reinstatement that underlies the subjective feeling of re-experiencing the event.

The limitation of the experiment is that it does not show that the hippocampus is responsible for the reinstatement in the cortex. To demonstrate this, it is necessary to interfere with the workings of the hippocampus. So in one experiment mice were given a mild electric shock. When the animals were later put back in the same situation, many of the same neurons were reactivated in the neocortex. But this no longer occurred if the activity of cells in the hippocampus was temporarily suppressed.

The implication is that the mechanism of reinstatement is common to mammalian memory. So what, if anything, is different about human memory? There are three candidates and of these the first is clear-cut. We live in a technological world and this means that there is a much greater richness of things that we do. Our repertoire is not restricted to simply carrying food about.

There is a second potential difference. This is that, when trying to think where we left our keys, we are aware of letting our thoughts wander until simply imagining the kitchen unlocks the memory of what we did there. People have been scanned while their minds are free to drift, and there is extensive activation on the medial surface: this includes not only the posterior cingulate cortex and retrosplenial cortex but also the medial prefrontal cortex (Figure 11). The same system is also active when chimpanzees are at rest, but there is no way of knowing what, if anything, is on their minds.

The third candidate relates to the fact that we can retrieve memories from the distant past and imagine the distant future. And the hippocampus and other medial areas are activated when people review events from the past or imagine ones in the future. Bertrand Russell once commented that a chimpanzee cannot think about what it is going to have for breakfast tomorrow. Witty but unproven. In our case it helps, of course, that the calendar provides us with a scale in days, months, years, and decades so that we can place events along this scale.

It allowed Heidi Bonnici and Eleanor Maguire to ask people for their memories from two weeks ago or ten years ago. During scanning, a multi-voxel pattern analysis was used to see if it was possible to distinguish between different memories. This proved possible when analysing the activations in the hippocampus, retrosplenial cortex, and ventromedial prefrontal cortex (Figure 11, p. 43). In the last area, in particular, the degree of accuracy was better for the memories that were remote. One could speculate about possible differences between memories that are reinstated from different periods of time. But fortunately an introduction is not the place to do it.

So in summary, the suggestion is that the hippocampus provides the spatial context for events, whether the context is actually present or only there in the imagination. The events are autobiographical or personal because we were present at the time. And recall depends on the process of reinstatement in the cortex. It is this that we experience as reliving the event. Indeed, if the events were traumatic we describe them as ‘flashbacks’ and it may be difficult to get rid of them.


Semantic knowledge

If the specific role of the hippocampus is to enable us to retrieve memories, intuition tells us that damage to the hippocampus should also interfere with learning at school. After all, factual learning also requires memory and teachers often test their pupils to see if they remember what they have been taught. Yet Faraneh Vargha-Khadem found that surprisingly Jon had been able to learn at school.

So there is a fundamental difference between remembering events in your life and remembering facts that you have been taught. This distinction is marked in the literature by contrasting ‘episodic’ with ‘semantic’ memory. It is one thing to remember where you put your keys, another to know what keys can be used for.

So Rik Vandenberghe and Cathy Price scanned people while they were tested for their knowledge of the properties of things such as tools. The experiment has already been mentioned in Chapter 1. In the problem illustrated there in Figure 3 (p. 6), individuals had to judge whether a spanner or a saw is related to a pair of pliers. The answer is the spanner because it can be used to grip. The problems were either given in the form of pictures, as in Figure 3, or in words. In the latter case the word ‘pliers’ was shown above and the words ‘spanner’ and ‘saw’ below.

Irrespective of whether the problems were presented in words or pictures, there was activation in the middle and inferior temporal cortex extending to the perirhinal cortex, which lies at the temporal pole (Figure 13). There was also activation in the ventral prefrontal cortex with which these are connected. The activations in common for the pictorial and verbal versions were all in the left hemisphere.
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13. Semantic system as shown by fMRI.





So why were they in the left hemisphere? The most obvious reason is that it is the left hemisphere that is specialized for language (Chapter 8), and most of what we know comes from being told it or from reading it in books. That is why it is called ‘semantic knowledge’. Even if we have never actually used a spanner we still know what to do with one.

There is, then, a clear distinction between a medial system for remembering events in our life, and a ventral and lateral system for knowledge concerning objects. Within the latter the perirhinal cortex (Figure 13) plays a critical role. If a multi-voxel pattern analysis is performed on the activations in the temporal lobe, it is in the perirhinal cortex that object-specific semantic information is represented. Furthermore, the perirhinal cortex is increasingly engaged the greater the number of semantic features that objects share, thus making them easy to confuse.

So we now have the solution to the puzzle as to how patients such as Jon can still acquire semantic knowledge. Episodic memory and semantic memory depend on distinct anatomical systems. A stroke that affects the hippocampus can spare the perirhinal cortex because different arteries supply the two areas.


Ageing

As we age, our memory is not what it was. In healthy individuals the signs are annoying but in dementia they are disastrous. Sadly the suggestion is that if we lived long enough we would all progress to dementia in the end.

One early complaint that people make is that they are having trouble in remembering the names of people. This can hit us in our fifties. The problem cannot simply be that the names of people are arbitrary because so is the name of a cow; each language has a different word for this.

Our knowledge of the meanings of words forms part of our semantic knowledge and this degenerates in people who suffer from ‘semantic dementia’ in old age. The syndrome results from the loss of the temporal and prefrontal tissue shown in Figure 13; and critically this includes the perirhinal cortex. Damage to the perirhinal cortex has been shown to lead to problems in naming things, but this problem is worse the more they are perceptually and semantically confusable.

Now consider the names of people. Different people share many visual features: they have eyes, noses, and so on. But there are also many other properties that the people that we know have in common: they may be colleagues or they may be in our list of email contacts. So all these people are confusable and yet the name that we are trying to remember is only attached to one of them. The result is that remembering personal names is one of the most taxing semantic tasks and thus one that is particularly sensitive to ageing.

But as we age we also complain of forgetting events, such as where we put our keys. In the case of Alzheimer’s disease it is possible to detect a loss of volume in the hippocampus seven years or so before it becomes obvious that there is a severe memory problem. Of these the most obvious is that the people are unable to retrieve memories of their life. But it is also common for them to be confused about where they are or how they got there and the reason is that, as described earlier, the hippocampus represents the location of the individual.

One study assessed the ability to follow routes by showing a video of a car driving along the road and taking left or right turns at particular landmarks. The person was then shown the film for a second time and at each intersection asked which way to turn. Patients with Alzheimer’s disease made many errors whereas patients with semantic dementia had little trouble.

But there was a second test and this was for what the road signs meant. Here the positions were reversed: it was now the patients with semantic dementia who were in difficulties. This is another demonstration that remembering is not unitary. There are dissociable systems for memories of what we have personally experienced and memories of what we have learned or been told.

It is, however, a sad fact that, as Alzheimer’s disease progresses, the pathology becomes widespread until it spreads to the perirhinal cortex and elsewhere. The result is that both episodic memory and semantic knowledge become severely compromised. It may be lucky for scientists that there are patients with natural lesions that allow them to distinguish between systems. But for patients with Alzheimer’s disease nature shows no mercy.





Answers





1. The hippocampus is critical for the retrieval of episodic memories. These are personal memories of events from your life. The hippocampus represents the spatial context in which the event occurred and thus acts to prompt recall of that event. This system is anatomically separate from the semantic system and so it is possible for a stroke to affect one but not the other.


2. As we age we tend to forget names. This is not because they are arbitrary but because different people share many visual and semantic features but the name is attached to only one person. The perirhinal cortex is especially taxed when things are confusable in this way, and it is the perirhinal cortex that is most compromised in semantic dementia.


3. The fundamental role of the hippocampus is to represent the location of the person in space. It is engaged whether the person considers what route to take or conjures up an event from the past. In Alzheimer’s disease there is a loss of tissue in the hippocampus; and the result is that, as well as having trouble retrieving episodic memories, the patients can fail to know where they are or where they have been.
















Chapter 5

Reasoning





Questions





1. Why do different intellectual abilities tend to cluster together?


2. Do we think in language?


3. How come human beings are so intelligent?









We distinguish between knowledge and ability. Someone can be well taught but unintelligent and another clever but uninformed. It is for this reason that, when I was a student at Oxford University, it was possible to get a mark of alpha/gamma (αγ) in an exam. The implication of the alpha mark was that the answers showed that the candidate was full of ideas and the implication of the gamma that the person knew very little.

One way of assessing the ability to think is to give an intelligence test. The best of these present problems that cannot be solved simply on the basis of past knowledge. This can be done by avoiding the use of words and showing designs instead. The Raven’s Matrices is a typical example of such a non-verbal IQ test; Figure 14 shows a typical problem.
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14. Problem taken from the Raven’s Matrices. The person has to choose between designs 1, 2, and 3 on the right.







To solve the problem you look at the first line and try to detect the rule or sequence. You then inspect the second line to see if the same rule applies. If it does, you are then in a position to complete the third line by selecting the item that is appropriate. Tests like this are referred to as tests of ‘fluid intelligence’ because they test the ability to think anew rather simply retrieving past knowledge.


Non-verbal problem solving

People have been scanned while they solved problems taken from the Raven’s Matrices. For the more demanding problems the activations were in the parietal and dorsal prefrontal cortex (Figure 15, upper line). These areas are known to be interconnected.
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15. Areas involved in non-verbal and verbal reasoning. B = Broca’s area, W = Wernicke’s area.





An alternative way of testing fluid intelligence is to present sequences of letters: here the task is to detect the rule governing the sequence and then to complete the sequence. John Duncan specifically compared problems of this sort with problems involving designs; and the same parietal and dorsal prefrontal system was activated irrespective of the type of material or rule.

These results are important because non-verbal tests of this sort provide the most reliable assessment of general intelligence, sometimes referred to as g. The problem with verbal tests is that they can be biased in favour of particular cultures or those with a particular education. That is why tests with shapes or symbols are thought to be more ‘culture fair’.

One way of testing whether they really are is to study the effects of lesions. If these problems can be solved without relying on past knowledge, lesions in the semantic system should have no effect. Chapter 4 has shown that the temporal lobe forms part of the semantic system; and, as predicted, patients with lesions in the temporal lobe are unimpaired on tests that use shapes or symbols. The patients who are impaired are those with parietal or prefrontal lesions, and the impairment is more severe the larger the lesion.


Spatial relations

There is a reason why it is the parietal and dorsal prefrontal system that is critical for performance on tests of fluid intelligence. This is that they typically involve rules that involve the manipulation of spatial relations. And, as described in Chapter 3, the parietal cortex is specialized for the representation of space.

Some of the problems on the Raven’s Matrices require the ability to appreciate rules that involve the rotation of designs or elements of the designs. There is a direct way to test this ability: this is to present shapes or letters in different orientations, and to ask the observers to judge whether they would be identical if shown in the same orientation. Solving this task requires a mental manipulation or transformation. When people are scanned while they make judgements of this sort, there are activations in the parietal cortex and these are centred on the intraparietal sulcus (Figure 15).

Other tests of fluid intelligence assess the ability to relate the position of items in a series, as, for example, in the case of letter series. So Guy Orban presented pairs of letters and the observers had to say which comes later in the alphabet. In a second condition the observers had to judge which of two numbers was larger. In both cases there were increases in activation in the cortex in the intraparietal sulcus.

The reason for the activation in common is that there is a relation between space and distance, and judgements for letters or numbers are made on the basis of the distance apart in the series. The letters and numbers are viewed as if on a line, and in the case of numbers this is referred to as the ‘number line’.

Stanislav Dehaene and his colleagues have shown that there is a relation between size, distance, and number. They presented the words for two numbers and the observers were asked which was the larger. The nearer the two numbers the greater the activation in the cortex in the intraparietal sulcus. And the same result was found when the observers had to make judgements of size. So the reason why the parietal cortex is critical for fluid reasoning is that it codes for a common set of metrics and these all relate to space.


Thought and language

Though tests of fluid reasoning are not presented in language, it is a common belief that when we reason we do so in language. Imaging provides a way of finding out if this is true. We are all aware that we can sometimes ‘hear ourselves think’ and this ability is referred to as ‘inner speech’. Children sometimes chatter to themselves as they tackle problems but as responsible adults we have learned to suppress overt speech so as to avoid embarrassment.

We can test whether we are really ‘speaking’ because we know where there are activations when we speak or hear speech (Chapter 8). The areas involved are Broca’s area (Figure 15, B) and Wernicke’s area (Figure 15, W). These are named after the neurologists who first showed that they are critical for language.

These two areas form part of what is called the ‘phonological’ as opposed to the semantic system. When people silently repeat a word to themselves in the scanner there is activation in Broca’s area and in the neighbourhood of Wernicke’s area. So it is as if we are indeed hearing ourselves speak.

Now we are in a position to test whether we are talking to ourselves when we think through logical problems. Vinod Goel and Ray Dolan devised tests of deductive reasoning. All involved syllogisms such as ‘all apples are red fruit; all red fruit are nutritious; so all apples are nutritious’. The three statements were presented on the screen, one by one. The task was to judge whether the conclusion followed from the premises. During the scans there were no activations in either Broca’s or Wernicke’s area; in other words the people were not using inner speech to solve the problems.

Instead the activations were in the middle temporal cortex and the ventral prefrontal cortex in the left hemisphere (Figure 15, lower line), and as described in Chapter 4 these form part of the semantic system. The reason why this was engaged was not that the people had to understand the words, because the experimental design included a control condition in which the last sentence was irrelevant for the argument. In the example given above, it could be ‘no napkins are white’. In this condition it is also necessary to understand the words, but anyone can see that the syllogism is invalid; we might call it a ‘pseudo-syllogism’.

One reason why the semantic system was activated for the genuine syllogisms was probably that the people were appealing to their knowledge of objects. But this is not the way to decide whether the syllogisms were valid. The syllogism above would be valid even if you knew that some berries are poisonous.

The syllogisms hold because of logic. Thus, the argument can also be presented in symbolic form as in: ‘all As are Bs; all Bs are Cs; so all As are Cs’. So Vinod Goel included syllogisms in this form. Irrespective of whether the syllogisms were presented in words or symbols, there were activations in the parietal cortex, though the activations were greater for the syllogisms when presented in symbols.

The reason why the parietal cortex was engaged in both cases is presumably that it can represent relationships. These include relations such as equality or difference, larger than or smaller than. And logic depends on relations such as these.

Of course, the fact that the parietal cortex is activated does not prove that the system is critical for successful performance. So Jordan Grafman and Vinod Goel gave logical problems to patients with parietal lesions. The problems involved transitive inference as in: ‘Mary is taller than Fiona; Mary is taller than Carol; Fiona is taller than Rosemary; so Mary is taller than Rosemary’. The judgements of the patients with parietal lesions were impaired, even though the inferences were presented in words.

These results explain how it is possible for someone to reason even if they lack the ability to engage in inner speech. A patient has been described with a temporal lobe lesion that left him with no awareness of inner speech. Yet there was no evidence that he was unable to think in everyday life. Though he was not tested on syllogisms, he was tested on the Raven’s Matrices and on this he was assessed as having a high IQ. This was possible because his lesion was in the temporal lobe and the parietal cortex was not damaged.


General intelligence or g

When assessing intelligence in the clinic, both verbal and non-verbal tests are usually included. The Wechsler Adult Intelligence Scale (WAIS) is a standard test, and in its most recent version it consists of ten core subtests: four are verbal, four visuospatial, and two symbolic. Though the subtests are designed to assess different aspects of intelligence, it has long been known that the results on the different subtests tend to give similar results. It is this finding that has led to the suggestion that people differ in their general intelligence or g.

One of the verbal subtests on the WAIS is called ‘Similarities’. In this the person has to decide whether two objects or two concepts are or are not similar. This taps the ability of people to understand relations between categories. The same ability can be tested by presenting analogies and asking if they hold.

For example, in a study in Sylvia Bunge’s laboratory the analogies were shown in pictorial form. One depicted the analogy ‘painter is to brush as writer is to pen’. In the experiment, there were two ways of assessing whether the people could appreciate the analogies. One was to show them the analogy in an incomplete form and ask the participants to pick the missing item; in this case it would be ‘pen’. The other was to show them the complete analogy and ask them whether it was valid.

The associations between a painter and brush or a writer and pen are both semantic ones, like the associations between a spanner and a pair of pliers (Chapter 4). So it is not surprising that there were activations in the left middle temporal gyrus and the ventral prefrontal cortex. However, just as in the case of verbal syllogisms, there was also activation in the parietal cortex. Judging whether two relations are the same is like comparing two quantities or lengths; in other words similarity is judged in terms of equality.

It is because the parietal cortex is involved, whether the tests involve words or not, that the results for the different subtests tend to be similar. As already mentioned, the parietal cortex is interconnected with the dorsal prefrontal cortex (Figure 15, upper line) and this parietal/prefrontal system is known to be engaged across a very wide variety of cognitive tasks, even though they differ in the type of demands that they make. John Duncan has shown this for tasks that tap the ability to hold material briefly in mind, to add up numbers, or to cope with distracting cues when deciding how to respond. Because this system is engaged on such a wide range of tasks he has suggested the term ‘the multiple-demand system’; others prefer to call it ‘the executive control system’. Whichever, it is on this system that general intelligence depends.


Human intelligence

Though we do not think in language, this is not to say that language is irrelevant for understanding how it is that human beings are so intelligent. Children are taught in language, whether at home or at school. They are told about the properties of objects and how to categorize them. It is in this way that they learn the abstract concepts that allow them to understand the relations between things.

So it is not just our genes that we inherit from previous generations; we also inherit knowledge and understanding. The result is that these are cumulative. You do not have to be Isaac Newton to understand differential equations.

Of course, we could not have this cultural inheritance without specializations in our brain. A crude way of examining these is to assess the degree to which particular areas are expanded. One way of doing this is to fit a 3D MRI image of the chimpanzee brain to a similar image of the human brain. The degree to which different areas have to be expanded to make this fit provides a measure of the degree to which they are proportionately larger in the human brain.

As expected there has been an expansion in Broca’s area and in the non-primary auditory cortex in the superior temporal gyrus (Figure 15). These are the areas that are involved in producing and understanding spoken language.

However, not all areas have been equally expanded. The primary sensory and motor areas are no bigger than one would expect given the size of our body. So the fact that the human brain is so large is the result of differential expansion in particular areas. These include the inferior temporal and parietal cortex; but the most dramatic change has been in the prefrontal cortex and the frontal pole in particular. When compared with the rest of the brain, the frontal pole is proportionately twice as large in the human compared with the chimpanzee brain.

The expansion at the frontal pole is particularly intriguing because the frontal polar cortex (Figure 15) is especially activated when difficult problems are given from the Raven’s Matrices. It is also activated when people are tested on analogies and asked to judge whether one relation is the same as another. This taps the ability to handle the abstract notion of similarity.

The effect of the differential expansion of particular areas can be judged by relating the size of these areas to the primary areas. Information reaches the cortex via the primary sensory areas and it is then analysed and categorized through a series of stages. So the processing power of the system is greater the more these areas are expanded in relation to the inputs.

Jeroen Smaers and I have suggested the term ‘remapping factor’ for this ratio. The human remapping factor for the middle and inferior temporal cortex is 3.5 times that of the chimpanzee and the factor for the parietal and non-primary visual cortex is 2.5 times that of the chimpanzee. So compared with the chimpanzee brain there is much more tissue in the human brain for processing semantic knowledge about objects and for analysing spatial and other relationships.

Since it is the prefrontal cortex that influences action, it is more appropriate to relate it to the size of the motor areas rather than to the sensory input. The remapping factor is an extraordinary 4 times that of the chimpanzee brain. It is this that accounts for the human ability to plan ahead, which we will consider in Chapter 6.





Answers





1. The ability to pass IQ tests of fluid reasoning depends on the dorsal executive system. This is engaged on a wide range of tasks that pose different demands, and this is true whether the material is verbal or non-verbal. It is for this reason that the results of the different subtests on an IQ battery tend to cluster together, so providing a measure of general intelligence or g.


2. Language is for communication, not thought. We do not think in inner speech and thinking is not prevented if someone lacks inner speech. Though reasoning with verbal material involves the semantic system, it also engages the parietal cortex. The reason is that comparing relations, as in analogical reasoning, is similar to comparing lengths or distances.


3. One reason why human beings are so intelligent is that they are taught in a language. This means that they inherit knowledge and understanding, and this cultural inheritance is cumulative. This has been made possible by the expansion of non-primary areas in the human brain. This expansion involves the language areas, the semantic system, and the dorsal executive system. The most dramatic expansion is in the prefrontal cortex, and it is on this that the human ability to plan ahead depends.


















Chapter 6

Deciding





Questions





1. Why do we sometimes make absent-minded mistakes?


2. Why do we choose immediate rewards rather than longer-term rewards that are larger?


3. What is the basis for moral reasoning?










If we do poorly on an IQ test it is only our pride that suffers. But in everyday life the consequence of making poor decisions can be a fall. Fortunately we are equipped with the ability to ponder the alternatives before we leap.

However it is no good pondering if we never commit ourselves to a decision. We may be able to think about breakfast tomorrow but in the end we will have to go for either the cornflakes or the puffed wheat. When we do so it will be our prefrontal cortex that does so.

The reader would be right to object that it is people who decide what to eat and not parts of their brain that do so. The statement is clearly metaphorical. But there is a problem with talking in this way, and this is that it suggests that there is a little person or ‘homunculus’ holed up in the prefrontal cortex. And, of course, no one supposes this to be true. Gilbert Ryle maintained that there is no room for ghosts in philosophy, and there is certainly no room in science.


Banishing the homunculus

The way to banish the ghost is to provide a full account of the information that is processed by the prefrontal cortex and the nature of the influence that it exerts on other areas. In this way it should be possible to document the nature of the transformation from input to output.

The prefrontal cortex stands in a unique position at the top of the hierarchy of processing. We know its connections because of studies of resting state covariance as well as from studies on animals (Figure 16).
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16. Connections of the prefrontal cortex.





The ventral prefrontal cortex receives inputs from all sense modalities. These come from the inferior temporal cortex for vision; from the superior temporal cortex for hearing; from the secondary somatic sensory area in the parietal lobe for touch; and from the inferior parietal lobe for visual space. So the prefrontal cortex is in a position to form a multimodal representation of the current situation in the world outside.

The orbital prefrontal cortex (Figure 16) lies above the orbit and it is connected with the amygdala (Figure 16); in turn the amygdala is interconnected with the hypothalamus (Figure 4, p. 8). The latter is responsive to changes in hunger, thirst, and temperature. So the prefrontal cortex is informed of current needs.

Finally, the dorsal prefrontal cortex can influence action via direct connections with the ‘premotor areas’. These lie in front of the motor cortex, hence the term; and it is these that connect directly with the motor cortex. So the prefrontal cortex is in a position to influence actions.


Basing actions on the situation and aims

The connections to the prefrontal cortex from other areas do not all terminate in the same place. But there are strong interconnections within the prefrontal cortex and these link the different subareas. It is via these interconnections that the prefrontal cortex can associate sensory inputs with actions and associate actions with outcomes.

Chapter 3 described studies that show that the ventral prefrontal cortex is involved in the transformation of sensory inputs into motor outputs (Figure 10, p. 38). And this is true whatever the modality of the inputs. So the system can select the appropriate action depending on the current situation or context.

The ventral prefrontal cortex can also represent the costs and values of different choices. This was shown by an imaging experiment by Eire Boorman and Matthew Rushworth. Three pictures were shown on each trial: a face, a body, and a house. During the scans, the probability that picking any particular picture would lead to a ‘reward’ could be estimated from the previous run of trials. The term reward is typically used in psychology to refer to the food pellets with which animals are trained. But because, as here, people come to experiments well fed, the rewards are more typically points that cumulate on the screen, being converted to money at the end of the experiment.

After the people had made their choice, they were then presented with the two pictures they had not chosen, and asked which alternative they preferred. The finding was that there was a signal in the ventral part of the frontal pole that related to the value of the better of these alternative options. In other words the system can specify the relative values of potential choices.

In this experiment the costs and values were measured in gaining or losing points. But in the real world we often have to compare different types of reward: in the shopping centre the choice might be between buying groceries or clothes. So a metric is needed for estimating the relative value of these items in terms of our current wants. This is done by reference to an abstract scale of value.

One experiment compared the activations for two very different types of reward: taste in the mouth and warmth on the hand. There was a signal that was common to both in the ventromedial prefrontal cortex. The amplitude of this signal was related not to the intensity of the stimulation but to the subjective pleasantness as rated by the people themselves: the more pleasant the sensation, the greater the activation. So the system can compare the value of different rewards.

In summary, the prefrontal cortex is in a unique position in the processing hierarchy. It has access to information about the current situation; it can generate the actions that are appropriate for that situation; it can compare alternative outcomes by reference to a common scale; and it can relate actions to current aims or needs.


Attentive versus habitual action

The advantage of a system with access to information about the current situation and our current aims is that it allows us to alter what we do as either of these vary. To put it another way, it makes possible the moment-to-moment flexibility that is characteristic of human and indeed primate behaviour in general. We move in a complex physical and social world, and by paying attention to each situation we can decide what is or is not appropriate at any one time. Our behaviour can be said to be under ‘attentive control’.

But we cannot devote the same degree of attention to all the things that we are doing. As mentioned in Chapter 3, there is a penalty for multitasking. However, it is reduced if one or more of the tasks is well practised.

Consider driving again. Your driving skills are automatic and your route to work is habitual, being the same from day to day. You no longer have to think at every corner which way to turn. The result is that as you drive to work you can be thinking about what meetings you have there for that day or whether divorce is an option.

It would be possible to mimic this situation in the scanner by using virtual reality (Chapter 4). However, science often advances by simplifying the problem. Because the repertoire of movements that can be made in the scanner is restricted, many imaging studies on decision-making limit these decisions to which of several keys to press. Though this makes the experiments appear arid, the logic is preserved. A sequence of turns on a route (left, left, right, and so on) is in principle no different from a sequence of key-presses (keys 2, 4, 1, and so on).

The set-up in an early study by Ivan Toni was that the people had to learn a sequence of eight actions and to do so by trial and error. The key-presses were spaced three seconds apart, and a tick appeared on the screen when that key was correct for that point in the sequence. At first there was widespread activation in the dorsal prefrontal cortex, but by the end of the forty-five-minute period of training this had almost disappeared.

In a later experiment from a different laboratory a sequence was taught in the same way but for two sessions a day and for four days. The scans showed that, by the end, the sequence depended on a restricted circuit that involved the posterior part of the striatum (Figure 17), the medial parietal cortex (Figure 11, p. 43), the supplementary motor cortex (SMA) (Figure 20, p. 85), and the motor cortex (Figure 22, p. 98). These areas are closely interconnected and they provide a mechanism for one movement in the sequence to cue the next.



[image: image]
17. Anterior and posterior striatum.





The reason why the prefrontal cortex was engaged during the initial learning is that the people were learning by trial and error. This means that they had to try different orders in which to press the keys so as to discover the correct sequence. However, after a time they knew the correct order and were merely practising the sequence. And by the end each move in the sequence led to the next one automatically and so the prefrontal cortex was no longer engaged.

The ability to learn habits in this way is clearly of benefit where the situation is constant. The problem comes when it changes. You are driving and you turn left as if to work when you meant to turn right. You had not taken into account that on that day you were heading to the shops instead of work. Your excuse is that you were ‘absent minded’.

Donald Broadbent coined the term ‘cognitive failures’ for these lapses. He told of how once he went to his bedroom to look for something during the day and found himself in bed in his pyjamas. He had not taken into account that it was daytime.

So the lapses occur because habitual actions are run off when they are no longer appropriate. The situation has changed and this means that prefrontal mechanisms should have been re-engaged. To study this effect, people have been scanned while they performed a simple sequence of key-presses (1, 2, 3, 4, 1, 2, 3, 4, and so on). As expected there was no activation in the prefrontal cortex. But all that was needed for the dorsal prefrontal cortex to be re-engaged was for the people to be asked to ‘think about’ what they were doing.


Deciding

In this case, ‘thinking’ meant preparing the next move. There was no new decision to be made because the sequence was fixed. But there are other situations in which thinking means deciding what the next move should be.

In the scanner the choice is again often reduced to choosing which key to press. There is no choice to be made if a light tells you which key to press. But there is a choice if there is no external cue to tell you what to do. This is sometimes described as the ‘internally generated’ condition because the choice is up to you. The instruction is typically to produce a sequence of key-presses but to avoid long runs of the same press.

In an important study James Rowe and his colleagues showed that the dorsal prefrontal cortex was strongly activated in this condition. Furthermore, the activation was greater the more switches between keys there were in the sequence. But critically it was not present on the first trial on which, by definition, there is no sequence and thus no possibility of a switch. So the activation relates to the attentive control that is needed to produce flexible behaviour.


Waiting to act

In real life, it may not be possible to act on a decision immediately and so it is necessary to put it on hold. Psychologists often use the term ‘working memory’ for keeping things temporarily in mind, and it is widely believed that the prefrontal cortex is necessary for doing so. However, the fact that something is widely believed often means that it is incorrect.

The problem is the proposal is usually taken to be that the prefrontal cortex is simply involved in ‘retention’ of what a person has seen or done. This should properly be called ‘short-term memory’. Jean Baptiste Pochon and Bruno Dubois assessed this in the scanner by presenting a sequence of lights in different locations. They then tested retention by seeing whether the people recognized the sequence after a delay of six seconds. They found that there was continuous activation throughout the delay in the parietal cortex but not in the prefrontal cortex.

However, the experiment included another condition in which memory was tested by asking the people to repeat the sequence; and in this condition the dorsal prefrontal cortex was activated during the delay. So the activation in the prefrontal cortex reflected preparation to perform the sequence. In the interests of mental cleanliness it is helpful to distinguish activity that reflects retention (retrospective) from activity that reflects preparation (prospective). The key to the prefrontal cortex is that it is directed towards the future, as in generating sequences or preparing to repeat them.


Planning

There is a difference between waiting before acting and planning. The term planning implies working out what to do. In life we are often faced with tasks that require formulating a plan before having a go. The TV has failed to come on and it helps to think through what might have happened before tinkering.

The ability to plan can be assessed in the laboratory on a computerized version of the ‘Tower of London task’. Here the moves are not key-presses but the transfer of billiard balls from one pocket to another. The aim is to work out the minimum number of moves that are needed to rearrange the billiard balls by moving them one at a time from the start array (Figure 18, top) until they match the goal array (Figure 18, bottom). The problem on the left can be solved in two moves but the problem on the right is more difficult. It needs a minimum of five moves and some of them are counter-intuitive.
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18. Computerized version of the Tower of London. The starting position is shown at the top and the goal position at the bottom. The problem on the left can be completed in two moves and the problem on the right in five moves.





James Rowe and Adrian Owen have scanned people while they solve problems of this sort by thinking them through in their head. There was activation in two areas, the dorsal prefrontal cortex and the cortex in the intraparietal sulcus, and this matches the finding when people solve other problems that involve reasoning (Chapter 5). However, though these two areas are anatomically connected, they contributed in different ways. The activation in the prefrontal cortex was associated with the generation of the sequence of moves, whereas the activation in the cortex in the intraparietal sulcus was associated with checking them against the goal array.

So these simple laboratory experiments suggest that the dorsal prefrontal cortex is critically involved in preparing, deciding, and planning for the future. But it is a long way from pressing keys or moving balls to the complexity of everyday life. Fortunately we can close the gap because there are patients with damage to the prefrontal cortex and this means that it is possible to see how they cope with that complexity.

Vinod Goel and Jordan Grafman have described a patient called PF who had a tumour removed from his right frontal lobe. First they checked whether he could do the Tower of London task and it turned out that he could. But he was intelligent and this task is relatively simple. He did poorly on the Tower of Hanoi task from which it was adapted and the reason is that more thought is required on this task because there are more objects to be rearranged.

These are laboratory tasks but it was possible to check whether PF had problems in planning in everyday life. He had been an architect and after the operation he was no longer able to hold down the job. There could, of course, be many reasons for this that have nothing to do with the ability to plan; he might have become lazy. It was possible to find out the reason by assigning him the task of redesigning the laboratory. His preliminary design was confused and lacking in detail, consisting simply of three unconnected ideas. He then failed to develop the proposals that he had and in the end was totally unable to produce a detailed plan.

So PF was unable to generate coherent ideas or put them into practice; and this confirms that the prefrontal cortex is indeed critical for the ability to plan. The evolutionary advantage of being able to try out ideas in the head is that it is possible to imagine the potential outcomes and thus avoid those that are deleterious. One way of putting it is to say that human beings are capable of ‘mental trial and error’. It pays to try things out in the head rather than in practice because it avoids the error.


Imagining outcomes

Engaging in mental trial and error demands the ability to imagine the outcomes. In life these outcomes can be fame or esteem, but in the laboratory it is easier to work with money or simple drinks. Chapter 1 has already mentioned the fact that there is activation in the ventromedial prefrontal cortex when people are presented with their favoured drink.

Todd Hare asked people what juice they preferred and then scanned them while they imagined either their preferred juice or water. The finding was that there was activation in the ventromedial prefrontal cortex even when they imagined the juice. However, while it is true that people could imagine their preferred juice, the activation in the primary area for taste was greater when they actually had it in their mouth. When simply thinking of the juice, it is not so easy to re-experience its taste.

There is an important consequence of the fact that our imagination is less detailed. This is that we tend to overvalue outcomes that are immediate. In the same experiment the people were also given the choice between twenty-five dollars now and up to fifty-four dollars at a later date. There was a relation between the choice and the ability to imagine a future reward. The people who chose the immediate option were also those who showed less activation in the ventromedial prefrontal cortex when imagining juice in the future.

Just as it is easy to underestimate future rewards, so it is easy to underestimate future costs. There are two reasons: they are uncertain and they are less vivid than an immediate loss. So we gamble. The propensity for taking a gamble can be assessed on the Iowa Gambling task. In this, the person is shown four packs of cards on a computer screen and is given the choice of turning over the cards one at a time. Some cards give points whereas there are others that deduct points; the number of points accumulated determines the amount of money won by the end of the task.

The choice between packs is tricky because the cards in one of the packs sometimes award big gains, though at other times they signal big losses. It is tempting to choose from this pack but overall the person loses by doing so. The result is that over time most people learn to avoid this pack and turn over cards from the others.

Antoine Bechara and Antonio Damasio have given this task to patients with lesions that include the ventromedial prefrontal cortex and the patients were poor at learning to avoid the risky pack. However, there are two problems in interpreting this result. One is that the task is complex and so failure could occur for several reasons. The other is that in the patients the damage was extensive, including the frontal pole and other parts of the orbital frontal cortex, and so it is not clear which area is critical.

The first problem can be overcome by restricting the analysis to particular trial types; the second by scanning healthy people since the scans should not show up areas that are irrelevant for performance. One such experiment compared the activations when people chose from the risky as opposed to the safe packs. Activation in the ventromedial prefrontal cortex was associated with the risky choice; and the greater the activation, the greater the success in learning to avoid the risky pack.

Why should this be so? The answer has come from studies which checked what happens just before a person chooses a card from the risky pack. There is a simple measure of the degree to which the person is alert or anxious. This is the change in sweat on the palm of the hand. This can be measured by the alteration in the electrical resistance, the so-called ‘skin conductance response’ (SCR).

On the Iowa Gambling task, there is an SCR just before people choose from the risky pack and this suggests heightened alertness. This anticipatory SCR is either reduced or not present in patients with a lesion that includes the ventromedial prefrontal cortex. The implication is that the patients are no longer imagining the potential outcomes when they choose from the risky pack.

The obvious next step is to see whether pathological gamblers show an SCR before choosing from the risky pack, and the answer is that the response is reduced compared with non-gamblers. And as expected they also take more risks on the task. They overvalue immediate rewards despite the danger of long-term losses.


Imagining outcomes for others

In most Western societies whether you gamble is up to you. It may be frowned upon, but it is not regarded as an issue for morality unless your gambling affects your family or others. Moral rules are imposed when it is the good order of society that is at stake.

The fundamental basis for these rules is ‘do as you would be done by’. There are, of course, more technical formulations in moral philosophy. But acting on this principle—however phrased—requires you to be able to see things from the other person’s perspective, and this involves imagining the effect that your actions would have on that person.

It is one thing to know what others might think and another to be able to feel empathy with them. To make this comparison, a team of researchers in Sarah-Jayne Blakemore’s laboratory studied boys between the ages of eleven and sixteen. The boys were presented with a series of cartoons in which there were two people and they were required to pick one of two possible endings to complete the story.

In the critical condition, the correct choice depended on understanding the feelings of the people: for instance the mother should react by comforting the child when it falls off the slide. In a second condition, the correct choice depended on understanding the thoughts of the people: for instance one person should supply the ladder so that the others can reach the apples on the tree. In a control condition the choice depended on understanding physical causation: for instance the snowman will melt when the sun comes out.

As expected there was activation in the ventromedial prefrontal cortex when the comparison was between the stories with emotional content as opposed to physical causation. There was an indication of a similar effect when the comparison was with stories concerning thoughts, but this effect was both smaller and in need of replication.

So the ventromedial cortex is activated when people think of how others would feel about particular emotional situations. And this is the same area that is activated when someone thinks of juice for themselves or of the risk of losing money. When the boys judged how the mother should react when the child is in trouble, the basis for that judgement involved imagining how the mother would feel. And it is on the ability to feel for others that moral rules depend.

If this is the case, we would predict that damage to the ventromedial prefrontal cortex in early childhood should severely impair the ability to learn these rules. Stephen Anderson and Antonio Damasio have described the case histories of two patients with very early damage that includes this area. The consequences were indeed grave. They stole, lied, and were impervious to punishment; and in general they showed a lack of guilt concerning their actions. You can hear the words that a judge would use in court.

One might expect the result of damage in adults to be different since by then they have learned the rules. However, damage still has a measurable effect. A study in the same laboratory has shown that patients with damage that included the ventromedial prefrontal cortex were impaired in their ability to reason when faced with moral dilemmas. One such was: ‘how appropriate is it for you to flip the switch to kill your daughter to save the five workers?’ The patients were more likely than healthy people to make utilitarian judgements, seeing no reason not to flip the switch.

There could be two explanations for this and both may apply. One is that they may have been unable to anticipate the feelings of guilt or remorse that they would have if they flipped the switch. The other is that they may have been poor at empathizing with the consequences for the daughter. We know that patients with lesions that include the ventromedial prefrontal cortex fail to show empathy; they do not recognize what it would be inappropriate to say or do given the feelings of others.

Yet both propriety and moral reasoning depend on this recognition. Of course, the fact that most people can feel for others cannot be used to prove that a moral principle must hold. It is a truism in moral philosophy that it is not possible to base a judgement of what ‘ought’ to happen on anything that ‘is’ true. In other words no moral principle follows logically because of some fact. Nonetheless, it is not an irrelevant fact that we can see things from the perspective of others. Though it may not justify moral principles, it does mean that we can obey them.





Answers





1. The prefrontal cortex is in a unique position, having access to information about the present situation, information about current needs and aims, and access to the motor system. On this basis it generates the action that is appropriate for the present context. However, where the same situation repeats, actions can become habitual. The penalty is that if the situation suddenly changes, the habitual action may be run off inappropriately. We say that we were ‘absent minded’.


2. We are able to plan in our head and imagine potential outcomes. This ability depends on the prefrontal cortex. However, the representation of a future outcome is less vivid than that of an immediate one. The result is that we tend to choose smaller immediate rewards rather than larger but less immediate ones.


3. The moral principle ‘do as you would be done by’ depends on the ability to intuit what it is like for others to be affected by our actions. The same area is engaged both when we imagine potential outcomes for ourselves and also when we think about how others would feel in a similar situation. This doesn’t justify the principle but it does make it possible for us to abide by it.
















Chapter 7

Checking





Questions





1. In what sense can my voluntary actions be said to be free?


2. How can we learn from our mistakes when we perform tasks that are difficult?


3. How is it that human beings are able to infer the intentions of others?










Having made a decision, we need to check that we carry it out as intended. In other words we need to monitor our own behaviour.

We live in a world in which management is obsessed with monitoring and feedback. We buy online and the next day we receive an email asking us to rate the site. We buy a mobile phone and before we leave the shop we are asked to rate the assistant.

But we also act as our own managers. We check whether we finished the crossword today as fast as usual. We agitate about how our presentation went. And we keep track of our golf swing to see if it is showing signs of improvement. To put it another way, we are self-regulating.

It is easy to misinterpret this claim. It can be taken to suggest that ‘I’ tell my brain what to do. Though we are subjectively aware of our thoughts and decisions, it is the brain that monitors and regulates itself, not some other ghostly presence. It is simply that we have an insider’s view.

The term ‘view’ is, of course, metaphorical. It may seem that when I scan the world, I am watching a film outside. And it may seem that when I monitor my decisions, I am watching dials and twiddling the knobs. Sadly metaphors don’t make for good science.


Awareness of our intentions

Introspection tells us that when we deliberate we are aware of doing so, but it is difficult to base a scientific account on subjective report. Fortunately, just as Larry Weiskrantz opened up the study of perceptual awareness (Chapter 2), so Benjamin Libet has done for awareness of our intentions.

He did so in one of the great experiments in cognitive neuroscience, published in 1983. The individuals involved were instructed to move their forefinger whenever they wanted; so during the experiment they made a series of movements, spaced at random intervals. At the same time they could see a clock with a spot that moved rapidly around the face; we would now use the screen of a desktop computer for this display (Figure 19). The people were instructed that, when they were aware of their intention to move, they should remember where the spot was on the clock face. Later, after the movement, they were asked to report what that position was; and this told Libet the time at which they were first aware of their intention.
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19. Libet clock.





This has come to be known as ‘the Libet task’. The result of the original experiment has caused consternation. The reason is that the underlying brain activity started between 300 and 700 milliseconds before the people were aware of their decision to move their finger. This activity was measured by placing electrodes on the scalp and recording the ‘readiness potential’. This is an electrical event that occurs before spontaneous actions.

Because this potential is measured at the scalp, it is difficult to be certain as to the exact source in the brain of the underlying activity. So Hakwan Lau scanned people with fMRI while they did the Libet task. They either had to time when they were first aware of their intention to move or when they were aware of actually moving their finger. When people timed their intention as opposed to their movement there was an enhancement of the activation on the border between the pre-supplementary motor cortex (Pre-SMA) and supplementary motor cortex (SMA) (Figure 20). The readiness potential reflects preparatory activity in these areas.
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20. Medial or inner surface of the left hemisphere showing areas involved in monitoring. SMA = supplementary motor area, Pre-SMA = pre-supplementary area, the convexity cortex, sulcal cortex, and rostral division of the anterior cingulate cortex. In = intention, Mo = monitoring, M = mentalizing, R = remembering, E = empathizing, Re = reflecting.





The sceptic could argue that this activity may only reflect general preparation, not a specific decision as to what to do. So John-Dylan Haynes and his colleagues required people to decide not only when to move but also which of two fingers to move. The intervals between the movements varied but were of the order of fifteen seconds.

The activation of the prefrontal cortex was studied with a multi-voxel pattern analysis. It turned out that it was possible to predict better than chance which of the two movements the person was going to make, and to do this seconds in advance. This was well before the people were aware of their decision. The sceptic is or should be floored.

So before a voluntary action there is brain activity of which we are unaware. This certainly poses a problem for those philosophers who take the dualist position as advocated by Descartes. Dualism must hold that awareness occurs either before the brain activity or at the very least at the same time. For a dualist an action can only be said to be free if I will it, not my brain. The problem is that the results on the Libet task appear to show my brain dictating to me.

But for someone who is not a dualist there is no ‘me’ apart from my brain and body; and if so, there is no ‘me’ for the brain to push about. So long as the brain is healthy, the actions that the brain generates are taken to be the actions that the person generates.

Even so, it is reasonable to ask why awareness comes so late on the Libet task. People typically only report that they are aware that they are going to move 200 or so milliseconds or so before they actually do so. The reason is that the task is one that people can carry out relatively automatically, pressing a finger every now and again. And in the experiment by John-Dylan Haynes, the people were deliberately extensively pre-trained. So when asked, they reported they did the task without thinking.

On theoretical grounds one might expect that the less the attention required, the later people would report awareness. The logic is illustrated in Figure 21, which makes the point by showing two readiness potentials. Suppose that the upper one is for person A and the lower one for person B. If there is a critical threshold for awareness, then person A will be aware earlier than person B, the reason being the greater enhancement of the potential in person A.
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21. Theoretical diagram showing two potentials, one enhanced. The diagram suggests that the signal needs to be of a particular amplitude to reach the threshold for awareness. The diagram also suggests that if the signal is enhanced, awareness will occur earlier.





Figure 21 illustrates the idea but the data are made up. So in an fMRI study, Hakwan Lau measured the degree of enhancement in the Pre-SMA and related it to the time at which the people reported awareness of their intention. And indeed, the greater the enhancement, the earlier the report.

Nonetheless, there is no escaping the fact that, as suggested in Figure 21, there is subliminal activity in the brain that precedes that awareness. And it is of no help to try to rescue the pride of the human race by saying that we can veto that activity. Yes, but there will be subliminal activity before that veto.

The implication is that it is a mistake to define voluntary action in terms that imply early awareness. However late it occurs, awareness still marks the fact that the action is mine. It does not matter that skilled pianists have limited awareness of preparing each and every finger movement. That awareness is enough for them to know that they are moving their fingers at will.


Monitoring responses

The argument is not that we cannot exert a veto on what we were going to do. We can. It is just that it is wrong to characterize the situation as ‘me’ vetoing what my brain was planning. It is wrong to mix up a psychological account with a neural account of what is happening.

There is indeed an advantage in being aware earlier—it gives more time to consider alternatives, inhibit or veto what we were going to do, and so change our mind. When pianists are learning a new piece, they play it through slowly so that they can correct errors before they occur. The slower the performance, the easier it is to attend to playing the different notes.

Monitoring performance in this way is of especial importance when the task is difficult and there is a danger of making mistakes. One way this has been studied in the laboratory is to use tasks in which it is necessary to inhibit a predominant response. On the ‘Stroop task’, for example, people are shown words for colours, such as ‘red’ or ‘blue’. However, the words are themselves printed in different coloured fonts: thus the word ‘red’ might be printed in yellow. Though it is easy to read the word itself (‘red’), it is difficult to name the colour of the font (‘yellow’). The reason is that there is a conflict and the temptation is to simply say ‘red’.

If people are scanned while they are tested on the Stroop task, it is a general finding that there is activation in the anterior cingulate cortex (Figure 20) when the people have to name the colour of the font. But Cameron Carter and Jonathan Cohen have also shown that this activation is especially marked when the task on the previous trial was to name the word.

People are frequently aware when they have made a mistake. In one study people were instructed to press a button when they knew that they had done so. The activation in the anterior cingulate cortex was very much greater on trials on which they detected their error.

The advantage of realizing that you have made a mistake is that you can take especial care on the next trial. So John Kerns and Jonathan Cohen looked to see if they could find evidence for this adjustment. They found that the greater the activation in the anterior cingulate, the greater the degree to which the dorsal prefrontal cortex was re-engaged on the next trial.

If the activation in the anterior cingulate cortex is necessary for this adjustment, it follows that patients with lesions in this area ought to fail to adjust the way in which they treat the next trial. So Giuseppe di Pellegrino and his colleagues recruited patients with extensive lesions that included the anterior cingulate cortex. Rather than testing the patients on the Stroop task, they were assessed on another task in which there are conflicting cues. This is the so-called ‘flanker task’. The task is to press the button on the right or left depending on the direction in which a central arrow points. The difficulty is that there are two arrows on either side of the central arrow, and on some trials these point the other way. People are prone to errors on these trials because the signals are confusing.

When people with no lesion made a mistake, they were less likely to do so on the next trial. That is to say, they adjusted as expected. This effect was abolished in the patients with anterior cingulate lesions who failed to learn from their errors.


Monitoring the intentions of others

It is because we are aware of own intentions that we can intuit the intentions of other people. We live in a complex society and harmonious social relations depend on being able to interpret the actions of others. But since we cannot directly observe what they are thinking, we have to infer their intentions from their actions.

In many cases these intentions will be well meaning but there is always the danger that a person will try to deceive, so gaining a competitive advantage. So Julie Grèzes thought up an ingenious experiment on deceit. She prepared videos in which an actor picked up a box. However, on some trials the actor did so in such a way as to make it appear that the box was either lighter or heavier than it really was. People were then scanned while watching these videos and their task was to judge whether the person was trying to deceive them or not.

There were activations in two areas, the temporo-parietal junction (TPJ) (Figure 7, p. 29) and the ‘rostral’ part of the anterior cingulate cortex (Figure 20). Again anatomists are having a field day. In Latin rostrum means ‘beak’ and so ‘rostral’ is used here to refer to the most anterior part of the cingulate cortex.

The TPJ is known to send connections to the rostral cingulate cortex. However, in the study by Julie Grèzes there was a difference in the pattern of activation in the two areas. The activation in the TPJ was related to whether the movements were unexpected, irrespective of whether the observers were correct in their judgements concerning deceit. The reason is that the TPJ receives information about motion, and in particular about what is called ‘biological motion’; this is the coherent motion of the limbs and body.

By contrast, the activation in the rostral cingulate cortex was related to the accuracy of the judgements about whether the actor was or was not trying to deceive. Here the activation occurred when the observers were correct about the intentions of the actor.

It is not necessary to present videos. In a delightful study Chris Frith showed people cartoons. Half of them were funny, but it was only possible to get the joke if you could read the intentions of the people depicted in the cartoon. Chris Frith illustrates this with a cartoon in which there is a man sitting on a ledge and fishing in the sea. Above him, another man sits on the top of the cliff with his line dangling in the basket of the man lower down the cliff. You only get the point if you can appreciate that the man at the top of the cliff is trying to steal the fish caught by the man below. When people were scanned while viewing cartoons of this sort, there was activation in the rostral cingulate cortex.

Mentalizing

The ugly word ‘mentalize’ has been used to refer to the ability to infer the thoughts and intentions of others. There have been two suggestions about how we do it. One is that we simulate the actions ourselves, and then read off the intentions automatically. This suggestion is based on work on animals in which neurons have been found that show a burst of activity both when the animal performs a particular action and when it sees another animal performing the same action. These have been called ‘mirror neurons’.

The alternative is that we learn to predict what people are going to do by relying on the fact that we have long experience in people watching. So this could provide a knowledge base of human nature. We could use this to interpret the actions of others.

To find out which of these alternative accounts is correct, a group in Ivan Toni’s laboratory showed people a series of photos. Some showed ordinary actions, such as drinking from a cup. Others showed extraordinary ways of carrying out the actions, for example drinking from the cup while holding it by its mouth. Yet others showed the person acting in a way that was inexplicable given ordinary intentions, such as holding the cup to their hair.

The observers were scanned while they did two tasks. In one they were instructed to attend to the intention of the actor and in the other to attend to the means being used by the actor. When the observers saw the pictures showing extraordinary means, there was activation near the TPJ. This activation occurred when viewing photos in which movements were odd, just as in the study by Julie Grèzes using videos.

When the observers viewed the photos showing extraordinary intentions, there was activation in the ventral prefrontal cortex. This is one of the areas in which mirror neurons have been found in animals. So this activation was taken to suggest covert simulation.

However, there was also an effect that depended on whether the observers were attending to the intention of the actor as opposed to the means used. There was activation in the rostral cingulate cortex when the observers attended to the intention. This activation was taken to suggest reflecting on mental states.

The implication is that interpreting the intentions of others depends on two processes. One was discussed in Chapter 6: that we intuit the intentions or feelings of others by reading off our own. The other is that we have a lifetime’s experience of observing others and thus the opportunity to build up an extensive knowledge of how other people act.

There is a way of proving that knowledge plays a part and this is to scan people while they make judgements that can only be made on the basis of knowledge. For example, Kevin Ochsner asked people to choose from a set of adjectives applied to themselves or those that applied to other people that they knew. The adjectives related to traits, as in ‘kind’ or ‘angry’. There were activations in the rostral cingulate cortex irrespective of whether the people were thinking about themselves or others, and the peaks were in very similar locations for the two conditions. It is, of course, a matter of knowledge, not introspection, whether adjectives are appropriate for other people with whom we are familiar.


Metacognition

The ability to reflect on the intentions of others involves what is called ‘metacognition’. This means ‘thinking about thinking’. We do not know to what extent our nearest primate relatives are capable of doing this but we can be certain that the ability is greatly enhanced in human beings.

To understand how this has come about, we need to understand the way in which the medial surface is organized. The key to the medial surface is that it concerns the self. As mentioned in Chapter 4, there are widespread activations on the medial surface including the hippocampus when we remember events that are personal to ourselves (Figure 20, ‘R’ for remembering).

There is also a posterior to anterior organization on the medial surface. There is activation near the Pre-SMA when we attend to our intentions (Figure 20, ‘In’ for intentions) and in the anterior cingulate cortex when we monitor our responses (Figure 20, ‘Mo’ for monitoring). But the rostral cingulate cortex receives an input that relates to the movements of others and it is for this reason that the activations are yet more anterior when we mentalize (Figure 20, ‘M’ for mentalizing) or empathize with the feelings of others (Figure 20, ‘E’ for empathizing). The medial prefrontal cortex lies at the front, and this is activated when we reflect on events, whether in the past or future (Figure 20, ‘Re’ for reflection).

Chapter 5 has already mentioned that the prefrontal cortex, including the medial prefrontal cortex, is especially enlarged in the human brain. But the anterior cingulate cortex, including the rostral cingulate cortex, is also greatly expanded compared with the brain of a chimpanzee. Since metacognition involves representing a representation (thinking about thinking), one way of achieving this could be via a hierarchical organization. As explained in Chapter 2, this type of organization allows the re-representation or categorization of earlier inputs. So the increase in size of the human anterior cingulate cortex may reflect the addition of more layers to the hierarchy.





Answers





1. If we are asked to move a finger whenever we want, it is possible to detect activity in the brain that precedes the time at which we are aware that we have made the decision to move. This is only problematical if one takes the dualist position in philosophy. If one rejects this position, then there is no ‘me’ for the brain to push about. The fact that awareness follows subliminal activity in the brain does not change the fact that my actions are those that are generated by my brain and that they are voluntary so long as no one else has forced me to act in that way.


2. Given that we are aware of what we intend to do, we can then compare it to what we actually do. When we are performing a difficult task and we make an error, the prefrontal cortex is re-engaged on the next trial. This means that we attend better on the next trial and are thus less likely to make an error.


3. We are not only aware of our own mental states, we also have the ability to infer the mental states of others. When we observe the action of someone else, we automatically simulate that action and can thus intuit their intention. But we are also able to apply our past experience and knowledge so as to reflect on what they are most likely to be thinking. There is overlap between cortex that is engaged when we think about ourselves and when we think about others.
















Chapter 8

Acting




Questions





1. Why is there a relation between handedness and the cerebral hemisphere that is specialized for language?


2. How is it that we can learn to play the violin?


3. Why can’t we tickle ourselves?










Like other primates we interact with the world by using our hands. However, we differ in three ways. One is the facility with which we are able to move each finger independently. It is this that makes it possible for musicians to cope with their instruments, whether the saxophone, the guitar, or the keyboard.

Another difference is that the majority of people prefer to use their right hand for skilled actions such as writing or throwing. Even though individual chimpanzees may show a preference for one hand for a particular task, populations of chimpanzees in the wild show no tendency towards right-handedness.

But the overriding difference is that there is a relation between handedness and speech. In right-handers it is lesions in the left Broca’s area that impair the production of spoken language. And it is lesions in the left Wernicke’s area that impair the comprehension of spoken language.

So we need to explain why there should be a relation between handedness and hemisphere dominance for speech.


Right-handedness

The archaeological record suggests that the tendency to right-handedness goes back as far as 1.5 million years. The evidence comes from studying stone tools. The flakes are struck from the stone core with the rapid movement of one hand, and the marks on the core differ according to the direction from which the strike comes.

There is a clear advantage for the individual in training up one hand in this skill. Since it takes long practice to acquire, using the same hand means that it is the same hemisphere that learns. This will be the hemisphere that is opposite to that hand.

But this does not explain why different individuals should be alike in their hand preference. Initially it could be that different individuals had similar instruction in the art of stone knapping, or it could be that different individuals used the same cores to strike off flakes. Either way there would be a tendency towards increasing standardization over the generations.


Left hemisphere specialization for gestures

It looks as if handedness came before spoken language. Our best estimate is that speech evolved between 70,000 and 100,000 years ago. But many have speculated that hominins might well have used a gestural system for communication before they developed spoken language. If so, the left hemisphere would be involved because of the tendency to right-handedness. In that case a specialization for gestural communication would have formed a ‘pre-adaptation’ for spoken language.

There is evidence in favour of the speculation. This is that we know that in modern humans the left hemisphere is critical for gestural communication. Ursula Bellugi has studied people who use American Sign Language to communicate because they are deaf; and she has reported that left but not right hemisphere lesions severely impaired their ability to produce and understand gestures. This is not because the patients had motor or sensory loss: when they named objects they often produced the wrong gesture, in other words the one that was appropriate for another object.

Karen Emmorey has also scanned hearing people with PET while they named things using American Sign Language or speech, and she found activation in the left Broca’s area in both cases. However, there was a significant difference when the people were tested on their ability to understand signs or spoken words. This is that there was activation in the left inferior parietal cortex when they observed the gestures. The reason is that it receives information about biological motion (Chapter 5). When people judge whether two gestures are the same or different, the activation is in the left inferior parietal cortex.

It is therefore of especial interest that the anterior part of the inferior parietal cortex connects directly to Broca’s area (Figure 22). And when the fibre tract is visualized using diffusion weighted imaging it turns out that it is more extensive in the left than the right hemisphere. This asymmetry is not present in the brain of chimpanzees.



[image: image]
22. The connections of Broca’s area.





In the human brain there are also connections to Broca’s area from Wernicke’s area in the superior and middle temporal gyrus (Figure 22). And again in the human but not chimpanzee brain the connections are asymmetrical, favouring the left hemisphere.

So in the human brain Broca’s area has access to information about gestures as well as information about the sounds of speech. Unfortunately no patients have been described with lesions that are strictly limited to Broca’s area; we would expect them to have problems with both gestural and spoken language. However, Gereon Fink and his colleagues have compared the lesions of a group of fifty patients who had suffered left hemisphere strokes. Of these, 75 per cent had problems with language; in neurological terminology they were ‘aphasic’. And 47 per cent of the patients had problems with imitating gestures; in neurological terminology they were ‘apraxic’. Neurologists like their Greek.

There were differences between the lesions for the two groups. For example, the patients who were poor at using gestures were more likely to have lesions in the inferior parietal cortex and ventral prefrontal cortex. But the two groups were similar in having damage to Broca’s area itself. The suggestion is that Broca’s area forms a common hub for the two systems, gestural and vocal.

So which came first, gesture or speech? It is difficult to see why there should be an asymmetry in the connections in the gestural system as the result of spoken language. So it seems more likely that gestural communication was the prime mover.


Spoken language

Spoken language has an advantage over a gestural system. Names can be given to objects in either system, but it is much easier to generate an infinite variety of possible sentences in spoken language. The linguist Noam Chomsky has long argued that these are not the result of simply stringing words together in sequences, but that there is a hierarchical system for generating grammatical sentences. And he insists that this mechanism evolved de novo, meaning that it could not have been the result of the slow adaptation of prior mechanisms for producing sequences. This is a challenging claim. It is on a par with claiming—wrongly—that the mammalian eye could not have evolved in a series of stages, all of which were adaptive.

So there are two fundamental questions. One is whether it is true that the human brain is specialized for learning hierarchical organized sequences. The other is how it acquired that specialization.

Angela Friederici and her colleagues have used brain imaging to address the first question. They developed two types of artificial grammar. In one the rules simply related to local dependencies, as in A1, B1, A2, B2. The other generated sequences hierarchically, as in A2, A1, B1, B2 in which there is a central nested structure. Both systems used syllables rather than words. People were taught until they were proficient in both grammars and were then scanned while they were presented with the syllables on the screen and had to judge whether the sequences were or were not grammatical. There were many areas in which the activation was greater for the hierarchical system but the authors lay stress on the fact that this was also true for Broca’s area on the left.

However, there is an important difference between the two grammars. This is that in the hierarchical system there are long distance dependencies, and the longer the phrase structure the greater the need to hold earlier words in temporary memory. So it is not clear whether the enhancement of the activation in Broca’s area reflects memory for the syllables or the association of the syllables over a distance.

So Karl Magnus Petersson and Peter Hagoort compared artificial grammars that were matched for the familiarity of strings that were adjacent or non-adjacent. When people were scanned while they made judgements about the grammaticality of hierarchical sequences, there was activation in the region of Broca’s area irrespective of whether the judgements were about dependencies that were local or distant.

But this does not answer the question about how the mechanisms for learning such sequences could have evolved. The question is best answered by devising computer models that are capable of learning artificial grammars and seeing to what extent their properties have to be specific to that task. Karl Magnus Petersson and Peter Hagoort have developed a successful neurobiological model that incorporates mechanisms for forming and storing associations over distance. The properties of the model are general enough that it can learn a wide variety of tasks that have in common the need for processing structured sequences. This suggests that there is no need to suppose that in evolution the mechanisms for syntax evolved de novo.


Skill

However language is structured and however it evolved, children need to learn to speak it and to do so automatically. This is a long and difficult process. And there are many other skills that the child has to learn: how to pick objects up, how to stand and walk, and in Japan how to play the violin by the Suzuki method.

One way to investigate how skills are learned is to teach new ones to adults. The nature of skill in general is that it involves precision whether in the application of force, in the control of rhythm, or in the coordination of different movements. All these are involved in learning the violin.

In a study of skill, Anna Floyer-Lea and Paul Matthews taught people to apply a sequence of forces with their forefinger so as to continuously track the movement of a bar on the screen. As the sequence became automatic, the people no longer needed to rely on the visual display because they had learned that there was a repeating sequence. This meant that one force acted as a cue for the next one; and the finding was that as the sequence was learned there was a marked increase in activation in the cerebellum which lies at the base of the brain (Figure 23).
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23. Medial or inner surface of the brain with the brain stem and cerebellum.





To show that automatic skills can be performed without reference to external cues, Narender Ramnani taught people to move a finger with a particular rhythm. A visual cue paced the rhythm, but as the people learned, so the activation in visual areas decreased. In other words, with practice the rhythm could be performed without external cueing. At the same time there was a marked increase in the activation of the cerebellum, as in the previous study.

The cerebellum is also involved in language skills. Marcus Raichle and Steve Petersen scanned people while they were presented with nouns. For each noun they had to produce a verb that was appropriate: for example, given the word ‘cake’ they might produce the word ‘eat’. The same series of nouns was repeated throughout the experiment and this encouraged the people to repeat themselves, for example always saying ‘eat’ when the noun ‘cake’ came around. The consequence was that by the end they were producing a repeating sequence of verbs, and this was associated with an increase in the activation of the cerebellum.

Given these results it is not surprising that damage to the cerebellum interferes with both manual and vocal skills. Patients with cerebellar lesions are often clumsy with their hands and poor at articulating with precision. Inevitably, neurologists have a word for poor articulation: ‘dysarthria’.

It is significant that compared with other primates the cerebellum is dramatically expanded in the human brain. Though it is an old structure in vertebrate evolution, it is interconnected with the cortex and the expansion of the cerebellum in the human brain is in line with the expansion of the cortex as a whole.


The sensory consequences of action

As people learn manual skills, the sensory consequences of the movements become more predictable. For example as violinists practice, they learn exactly how their fingers will feel as they press the strings on the neck during a particular passage. They are also quick to detect if the sound is not as expected, perhaps because of poor tuning of the strings.

This effect can be studied by using brain imaging. Tim Ebner taught people to move a joystick so as to superimpose the cursor on a target. When they had learned to do this, the relation between the movement of the joystick and the cursor was reversed so that movements to the left caused the cursor to move to the right, downwards movements caused the cursor to move up, and so on. When the people were scanned, there was a signal in the cerebellum when the cursor suddenly moved in an unexpected direction. A signal of this sort is said to mark a ‘prediction error’.

There is another way of demonstrating the same effect. This is to make use of what seems at first to be a trivial observation: people find it difficult to tickle themselves. Of course everyone knows this to be true but scientists are unusual in being obsessed with asking why things are the case.

Sarah-Jayne Blakemore, Chris Frith, and Dan Wolpert devised a robot arm with a rubber tip such that, when the person moved the arm, the rubber moved on their hand. If the rubber moved as expected, it did not feel at all ticklish. But if the robot arm was fixed such that when the person moved the arm the rubber tip moved with a slight delay or change in direction, the people reported that it tickled.

Given this set-up, people could then be scanned while the degree to which the tip moved out of sync was varied. Though the people did not notice the change, they found it more and more ticklish the greater the delay. And the greater the degree of asynchrony, the more the cerebellum was activated. Again, a signal for a prediction error.

There is a similar signal in the anterior striatum (Figure 17), but this relates not to the sensory consequences but to the outcomes as measured in terms of reward. John O’Doherty taught people to perform actions so as to gain either juice or money as a reward. When either the juice or the money failed to appear as expected there was a signal marking a prediction error in the striatum.

The notion of a prediction error is fundamental to psychology. In trying to understand the world, we are interested in events that are novel and not as predicted; these indicate that our understanding is not yet complete and so they fire our curiosity. Similarly, as we operate in the world, we are particularly concerned when our actions fail to have the consequences that we expected; the situation calls for a rethink.

Of course, when I was a student we were not encouraged to talk in these terms. Behaviourism banned terms such as ‘expect’ because they refer to events in the head. But then for the same reason it also banned terms such as ‘attending’, ‘remembering’, or ‘deciding’. Fortunately, psychology has come a long way since then.





Answers





1. There is a relation between right-handedness and left hemisphere dominance for speech. It is likely that in human evolution the tendency to right-handedness developed before speech. In modern humans, Broca’s area is activated both during spoken language and gestural language. Thus, if the hominins used their hands to communicate by gesture, this could have served as a pre-adaptation for the asymmetry for spoken language.


2. Vocal skill requires the ability to move the laryngeal muscles independently and to coordinate the timing with the intake of breath. Similarly, manual skills such as learning the violin require independent movements of the fingers and precise timing. In each case the automation of skills depends on cerebellar mechanisms, and in the human brain the cerebellum has expanded in line with the neocortex.


3. We are less interested in expected than in novel events because these may require changes in our understanding or behaviour. Signals for prediction error can be recorded both in the cerebellum and the anterior striatum, the former when the sensory consequences are not as expected and the latter when the rewarding outcomes are not as expected. The reason why we can’t tickle ourselves is that we can predict the sensory consequences when we try. It is when someone else tickles us that the situation is uncomfortable: it is unpredictable. Hence our protest.


















Chapter 9

The future



In the mid-1960s, when I trained in clinical psychology, there was only one way in which a brain tumour could be detected in the head. This was by injecting air into the spinal cord so that it reached the ventricles, the fluid-filled cavities in the brain. A simple X-ray then allowed radiologists to visualize the distortion that the tumour caused to the ventricles. The method was crude and it resulted in a dreadful headache.

It was inconceivable at the time that we would be able to take pictures of the brain that are so lifelike—and without the headache. And the idea that we would be able to use multi-voxel pattern analysis to decode the information in an area of the brain would have been thought to be a topic for Aldous Huxley.

So it is tempting to speculate about what technical advances might be possible that could revolutionize cognitive neuroscience. The problem is that speculations concerning the future course of science are almost invariably wrong. Too much is down to chance discovery and serendipity.

We can, however, consider what it is that we need to know and what methods that are currently available or in development might be able to tell us. Now that we know so much about where there is activity in the brain while people perform cognitive tasks, the next stage is to find out how that activity makes cognition possible. In other words we need to understand the mechanisms.

To do this we need to study that activity with methods that are sensitive to the temporal pattern of neuronal activity. But neither PET nor fMRI is well suited for the purpose because the blood supply does not change as rapidly as the activity of the neurons themselves. This means that we will need to exploit other methods and there are currently three that are available.


Magneto-encephalography

Of these the one that is currently most promising is magneto-encephalography (MEG). This is a method that enables us to detect the minute magnetic signals that are associated with the electrical activity of neurons. Whereas in an MRI scanner the person lies horizontally, in an MEG scanner the person sits upright with their head in the scanner.

MEG has the advantage that it can distinguish the timing of events as they occur throughout the cortex. So rather than simply saying where events occur, it can be used to study the order of the events as the activity progresses through the cortex. For example, Rita Hari scanned people with MEG while they watched a face with moving lips. The task was to imitate the movements. It was possible to follow the progress of the activity from visual areas to the motor system (Figure 24).
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24. Order in which brain areas become active when people imitate mouth movements as recorded with magneto-encephalography.





There is current excitement over MEG because there is a serious prospect that it will become portable and it may not even be necessary for the person to be sitting. The advantage would be that the range of behaviour that could be studied would greatly increase.


Recording with electrode arrays

The second method involves implanting arrays of electrodes under the skull. This is done for a week or so in some epileptic patients before they undergo neurosurgery. The advantage is that it is then possible to give tests to the patients and relate aspects of performance to changes in the neuronal activity.

Richard Andersen and his colleagues have used this method to record from the parietal cortex in a patient who is tetraplegic. By analysing the patterns of activity across the electrodes they have been able to tell where the patient is thinking of moving to, even though he is unable actually to do so.

The ultimate aim of research of this sort is to use the recordings to control either robotic arms or legs or actual arms and legs so as to move them in the desired direction. It has already been shown that this is feasible. Recordings were taken from the brain of a patient with tetraplegia and these were used to control the movements of a virtual arm as displayed on a computer screen. The patient learned to move the arm simply by thinking of the desired direction.


Recording from single neurons

Finally, there are situations in which it is judged clinically justifiable to insert fine electrodes into the brain so as to record the activity of single neurons during the surgery itself. The procedure is painless because there are no pain receptors in the brain.

Itzhak Fried and Christof Koch have inserted electrodes into the hippocampus and surrounding areas during surgery, and have recorded while the patients viewed pictures of famous people. They found individual neurons that responded selectively to particular people. Many a distinguished professor has lectured on how one neuron only showed a burst of activity in response to a picture of Jennifer Aniston—though the professor hasn’t a clue who on earth Jennifer Aniston actually is.

It is indeed surprising to find neurons that code so selectively but it is easy to be misled. In the first place, the same neuron responded when the patient read the name; so the activity reflects the memory of Jennifer Aniston rather than the perception of her. Secondly, since it was only possible to record from a small sample of the neurons, there is no evidence that this was the only neuron in the region that responded in this way.


Biologically plausible computational models

So what of the future for the longer term? No one believes that all we need to do to understand the brain is to use brain imaging or record from neurons. There are an estimated 100 billion neurons in the human brain. Thus we need models of how the brain works that we can run on supercomputers.

These models will need to take into account two features of the brain. The first is its fine architecture. This has already been done for the area of a mouse somatosensory cortex in which the neurons respond to the bending of a whisker. This achievement took the cooperation of many European laboratories and the massive computing power of IBM’s Blue Brain computer.

The second is the brain’s gross architecture, meaning the types of structure that are involved. A start on this has been made by the company Deep Mind, now owned by Google. This has gained media attention by developing the programme AlphaGo which has beaten a world champion player of the board game Go. Like the brain, the architecture of the programme includes planning and value networks and on this basis it can learn to predict the expected outcome of any particular position.

It is clear, then, that the long-term aim must be to produce computer models that are more and more flexible and that are more and more biologically plausible in terms of what we know about the actual brain.

So let us suppose that is done.

Will that be psychology or will it be neuroscience? The question is much like asking whether molecular biology is physics, chemistry, or biology. Like molecular biology, cognitive neuroscience lies at the borders between different disciplines, and that is where the excitement so often lies in science. Much more exciting than studying the behaviour of rats and pigeons.
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